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Preface

The intent of this book is to intreduce microelectronic processing to a wide audience. I wrote it as a
textbook for seniors and/or first-year graduate students, but it may also be used as a reference for
practicing professionals. The goal has been io provide a bock that is easy to read and understand.
Both silicon and GaAs processes and technologies are covered, although the emphasis is on silicon-
based technotogies. The book assumes one year of physics, one year of mathematics (through simple
differential equations), and one course in chemistry. Most students with elecirical engineering back-
grounds will also have had at least one course in semiconductor physics and devices including pn
junctions and MOS transistors. This material is extremely useful for the last five chapters and is re-
viewed in the first sections of Chapters 16, 17, and 18 for students who haven’t seen it before or find
that they are a bit rusty. One course in basic statistics is also encouraged but is not required for this
course.

Microelectronics textbooks necessarily divide the fabrication sequence into a number of unit
processes that are repeated to form the integrated circuit. The effect is to give the book a survey fla-
vor: a number of loosely related topics each with its own background material. Most students have
difficulty recalling all of the background material. They have seen it once, two or three years and
many final exams ago. It is important that this fondamental material be reestablished before studying
new material. Distributed through each chapter of this book are reviews of the science that underlies
the engineering. These sections, marked with an “*”, also help make the distinction between the im-
mutable scientific laws and the applications of those laws, with all the attendant approximations and
caveats, 1o the technology at hand. Optical lithography, for instance, may have a limited life, but dif-
fraction will always be with us.

A second problem that arises in teaching this type of course is that the solution of the equations
describing the process often cannot be done analytically. Consider diffusicn as an example. Fick's
laws have analytic solutions, but they are only valid in a very restricted parameter space. Predeposi-
tion diffusions are done at high concentrations at which the simplifying assumption used in the solu-
tion derivation are simply not valid. In the area of lithography even the simpiest solutions of the Fres-
nel equations are beyond the scope of the book. In this text a widely used simulation program called
SUPREM II' has been used to provide more meaningful examples of the sort of real-world dopant
redistribution problems that the microelectronic fabrication engineer might face. The sofiware is in-
tended to augment, not replace, learning the fundamental equations that describe microelectronic pro-
cessing. Typical installations include VAX-, SUN-, Apollo-, and DOS-based microcomputers. The
book also enriches the basic material with additional sections and chapters on process integration for
various technologies and on more advanced processes. This additional material is in sections marked
with a “*". If time does not permit covering these sections, they may be omitted without loss of the
basic content of the course.

The second edition has added a variety of topics to keep it current. Most notably a new chapter has
been added to reflect new applications for microfabrication processes. Called microelectromechanical

ISUIPREM I is a trademark of the Board of Trustees of the Leland Stanford Junior University.
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xiv Preface

systems (MEMS), this exciting area promises to Open up many new areas for microfabrication. The new
Chapter 19 was written by Dr. Gregory Cibuzar, who manages the Microtechnology Laboratory at the

University of Minnesota and has worked on MEMS for a number of years. If you have guestions or com- .
ments on this area, you can contact Greg directly at cibuzar@ece.umn.edu. The S ci1ence
Finally, one has to acknowledge that, no matier how many times this material is reviewed, it . .
) cannot be guaranteed to be free of all the (hopefully) minor errors. In the past, publishers have pro- and Englneerln g
vided errata when ervors were sufficiently numerous or egregious. Even when errata are published,
they are very difficult to get to those people who have already bought the book. This means that the Of Micro el e CtI“OIli C

average reader is often unaware of most of the corrections until a new or revised edition of the book is

released. This book will have an errata file that anyone can access at any time. We will also provide F b . .
minor additions to the book that were not available at press time. You can access the file by going to a I'lcatIOIl
the Oxford University Press web site for the book, htip:/www.oup-usa.orgfisbr/0195136055 himl.

As time goes on [ will be adding other minor updates and new topics on this site as well. If you find

something that you feel needs correction or clarification in the book, 1 invite you to notify me at my

e-mail address, Campbeil @ece.umn.edu. Please be sure to inciude your justification, citing published

references.

Minneapolis S.A.C.




Part 1

Overview and Materials

his course is unlike many that you may have taken in that the material that will be covered is
primarily 2 number of unit processes thal are quite distinct from each other. The book then
has the flavor of a survey of topics that will be covered rather than a linear progression. This
part of the book will lay the foundations that will be needed to later understand the various fabrica-
tion processes.

The first chapter will provide a roadmap of the course and an
introduction to integrated circuit fabrication. The processes that are
Grove giveth an d Gates co.vered are briefly de_scribed -in a qua!itative manner and the relation-
ships between the various topics are discussed. A simple example of a
1 semiconducior technology, the fabrication of integrated resistors, is
taketh away. used to demonstrate a flow of these processes which we will call a
technology. Extensions of the technology to include capacitors and

MOSFETs are also discussed. '

The second chapter will introduce the topic of crystal growth and wafer production. The chap-
ter contains basic materials information that will be used throughout the rest of the book. This
includes crystal structure and crystal defects, phase diagrams, and the concept of solid solubility.
Unlike the other unit processes that will be covered in the later chapters, very few integrated circuit
fabrication facilities actually grow their own wafers. The topic of wafer production, however,
demonstrates some of the important properties of semicenductor materials that wili be important both
during the fabrication process and to the eventual yield and performance of the integrated circuit. The
differences in the production of silicon and GaAs wafers are discussed.

'Bob Metcalfe (inventor of Ethernet).




Chapter 1

An Introduction
{o Microelectronic Fabrication

The electronics industry has grown rapidly in the past four decades. This growth has been driven by a
revolution in microelectronics. In the early 1960s, putting more than one transistor on a piece of semi-
conductor was considered cutting edge. Integrated circuits (ICs) containing tens of devices were unheard
of. Digital computers were large, slow, and extremely costly. Bell Labs, which had invented the transis-
tor a decade earlier, rejected the concept of ICs. They reasoned that in order to achieve a working circuit
alt of the devices must work. Therefore, to have a 50% probability of functionality fora 20 wansistor cir-
cuit, the probability of device functionality must be (0.5) = 0.966, or 96.6%. This was considerad to
be ridiculously optimistic at the time, yet today integrated circuits are built with billions of transistors.

Early transistors were made from germanium, but most circuits are now made on silicon sub-
strates. We will therefore emphasize silicon in this book. The second most popular material for buiid-
ing ICs is gallium arsenide (GaAs). Where appropriate, the book will discuss the processes required
for GaAs ICs. Although GaAs has a higher electron mobility than silicon, it also has several severe
limitations including low hole mobility, less stability during thermal processing, a poor thermal
oxide, high cost, and perhaps most importantly, much higher defect densities. Silicon has therefore
become the material of choice for highly integrated circuits, and GaAs is reserved for circuits that
operate at very high speeds but with low to moderate levels of integration. Currently the most com-
mon application of GaAs is analog circuits operating at speeds in excess of a gigahertz (16° Hz).
More recently microelectronic fabrication techniques have been used to build a variety of structures
including micromagnetics, optical devices, and micromechanical structures. In some cases these
structures have also been integrated into chips containing electronic circuitry. A popuiar nonelec-
tronic application, micromechanical (MEMS) structures will be introduced later in this book.

To chart the progress of silicon microelectronics it is easiest to follow one type of chip. Mem-
ory chips have had essentially the same function for many years, making this type of analysis mean-
ingful. Furthermore, they are extremely regular and can be sold in large volumes, making technotogy
customization for the chip design economical. As & result, memory chips have the highest density of
alt ICs. Figure 1.1 shows the density of dynamic random access memories {DRAMSs) as a function of
time. The vertical axis is jogarithmic. The density of these circuits increase by increments of 4.
Each of these increments takes approximately three years. One of the most fundamental changes in
the fabrication process that allows this technology evolution is the minimum feature size that can be

3
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Minimum feature size

printed on the chip. Not only does this increase IC den-
sity, the shorter distances that electrons and holes have
to travel improve the transistor speed. Part of the IC
performance improvement comes from this increased
transistor performance, and part of it comes from being
able to pack the transistors closer together, decreasing
the parasitic capacitance. The right-hand side of Figure
1.1 shows that ICs have progressed from 10 microns
(um) (1 pm = 107* cm) to well under 1 pm. For sake
of reference, Figure 1.2 shows an electron micrograph
of a silicon based IC, along with a human hair. The
vertical and horizontal lines are metal wires used to
interconmect the transistors. The transistors themselves
are below the meta! and are not visible in the micro-
graph. At this rate of progress, gigabit chips with
0.25-pum features will be seen by the time you read this
book., :

Figure 1.2 Scanning eleciron micrograph (SEM) of an IC circa mid-1980s. The visible lines correspond to

metal wires connecting the transistors.

1.1 Microelectronic Technologies: A Simple Example 5

At first glance, these incredible densities and the associated design complexity would seem
extremely daunting. This book, however, will focus on how these circuits are buih rather than how they
are designed or how the transistors operate. The fabrication process is similar no matter how many tran-
sistors are on the chip. The first half of the book wil} cover the basic operations required to build an IC.
Using mechanicat construction as an analogy, these would include steps such as forging, cutting, bend-
ing, drilling, and welding. These steps will be called unit processes in this text. If one knows how to do
each of these steps for a certain material (¢.g., steel), and if the machines and material required are avail-
able, they could be used to make a ladder, or a high-pressure cylinder, or a small ship. The required num-
ber and order of the steps will clearly depend on what is being built, but the basic unit processes remain
the same. Furthermore, once a sequence that produces a good ship has been worked out, other ships of
similar design could probably be built with the same process. The design of the ship, that is, what goes
where, is a separate task. The shipbuiider is handed a set of blueprints to which he or she must build.

The collection and ordering of these unit processes for making a useful product will be called a
technology. Part V of the book will cover some of the basic fabrication technologies. Whether the
technology is used to make microprocessors, /O controllers, or any other digital function is largely
immaterial to the fabrication process. Even many analog designs can be built using a technology very
similar to that used to build most digital circuits. An IC, then, starts with a need for some sort of elec-
tronic device. A designer or group of designers translates the requirements into a circuit design; that
is, how many transistors, resistors, and capacitors must be used, what values they must have, and
how they must be interconnected. The designer must have some input from the fabricator. In the
shipbuilding example, the blueprints must somehow reflect the limitation that the shipbuilder cannot
put sivets over weld joints or use small rivets and still expect them to hold very high pressures. The
builder must therefore give the designer a document that says what can and cannot be done. In micro-
electrotics this document is called the design rules or layout rules. They specify bow small or large
some features can be or how close two different features can be. If the design conforms to these rules,
the chip can be built with the given technology.

1.1 Microelectronic Technologies: A Simple Example

Instead of blueprints, the circuit designer hands the IC fabricator a set of photemasks. The pho-
tomasks are a physical representation of the design that has been produced in accordance with the
layout rules. As an example of this interface, assume that a need exists for an IC consisting of a sim-
ple voltage divider as shown in Figure 1.3. The technology to build this design is shown in Figure 1.4.
Silicon wafers will be used as the substrate since they are fat, reasonably inexpensive, and most IC
processing equipment is set up to handle them. The production of these substrates will be discussed
in Chapter 2. Since the wafer is at least scmewhat conductive, an insulating layer must first be
deposited to prevent leakage between adjacent resistors, Aiternatively, 2 thermal oxide of silicen
could be grown, since it is an excellent insulator. The thermal oxidation of silicon is covered in
Chapter 4. Next a conducting layer is deposited that will be used for the resistors. Several techniques
fot depositing both insulating and conducting layers will be discussed in Chapters 12-14.

This conducting layer must be divided up into individual resistors. This can be done by remov-
ing portions of the conducting layer, leaving rectangles of the film that are isolated from each other.
The resistor value is given by

L
R=ewr

where p is the material resistivity, L is the resistor length, Wis the resistor width, and ¢ is the thickness
of the layer. The designer can therefore select different values of resistors by choosing the width to

< Y
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Figure 1.3 A simple resistor voltage divider. At left IC shown in Figure 1.3.

is a circuit representation: at right is a physical Jayout.
The layers shown at right are resistor, centact, and
low-resistance metal.

length ratio, subject to the limits specified by the layout rules. The technologist chooses the film
thickness and the material (and therefore p) to give the designer an appropriate range of resistivities
without forcing him to resort to extreme geometries. Since p and ¢ are determined during the fabrica-
tion and are approximately constant across a wafer, the ratio p/t is more often specified than p or ¢
individually. This ratio is called the sheet resistance, p,. It has units of {io where the number of
squares is the ratio of the length to width of the resistor line.

The resistor information from the design, namefy L and W for each resistor, must be transferred
from the photomask to the wafer. This is done using a process called photolithography. The most
commonly used type of photolithography is opfical lithography. In this process, a photosensitive
layer called photoresist is first spread on the wafer (Figure 1.5). Light shining through the mask
exposes the resist in the regions of the wafer where some of the metal resistor layer must be removed.
In these exposed regions, a photochemical reaction cccurs in the resist that causes it to be easily dis-
solved in a developer solution. After the develop step, the photoresist remains only in the areas where
a resistor is desired. The wafer is then immersed in an acid that dissotves the exposed metal layer but
does not significantly attack the resist. When the etch is complete, the wafers are removed from the
acid bath, rinsed, and the photoresist is removed. The photolithographic process will be covered in
Chapters 7 through 9. Chapter 11 wili cover etching.

Although the resistors have now been formed, they still need to be interconnected and metal
lines must be brought to the edge of the chip, where they can later be attached to metal wires for con-
tact to the external world. This latter operation, called packaging, will not be covered in this text. If
the metal lines have to cross over the resistors, another insulating layer must be deposited. To make
electrical contact to the resistors, one can open up holes in the insulating layer using the same pho-
tolithographic and etch processes we had used for patterning the resistors, although the composition
of the acid bath may be different. Finally, the fabrication sequence can be completed by depositing a
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m highly conductive metal layer, applying a third mask,
m 3 and etching this metal interconnect layer.

(1) Starting wafer with layes {2} Coat with photoresist The technology consists of four layers: the lower
to be patiemed insulator, the resistor film, the upper insulator, and the
interconnect metal. Photolithography is used to selec-

[ | tively remove some of these layers in certain regions,

L . I but any point on the wafer must be made of some sub-

set of these layers in the same order that they were
: : . : built up. Except for the edges of the patterns, the thick-
{3) Bake the resist 1o set its {4} Expose resisi by shining ness of these films is constant. The technology uses
dissolution properties light through a photomask  three photolithography steps, three etch steps, and four
thin fitm deposition (including oxide growth) steps. A
very similar set of steps could be used to fabricate a
capacitor. With only a few more steps, simple transis-
tors can be built. Notice that the comparison with ship-
building breaks down in one critical respect. The effort
required to build the IC is independent of the number
of resistors. The photomask might define one resistor
Figure 1.5 Steps required for a pattem transfer using or 1,900,000 resistors {assuming a l,OQ0,0DO resistor
optical lithography. circuit could be useful). In fact, two different sets of
photomasks, one that defines only a few resistors and
one that defines thousands of resistors, could be used interchangeably with exactly the same technol-
ogy and would require the same amount of work. This is because most of the unit processes

described in this book operate in the whole wafer at the same time instead of one rivet at a time.

De;eln 3]
{5] Immerse exposed waler {6) Eteh the film
in developer

1.2 Unit Processes and Technologies

Some of the basic steps used in building an IC have already been discussed: photolithography, thin
film deposition, and etching. Unit processes for thin film deposition irclude the processes of sputter-
ing and evaporation. These are physical processes in that they do not generally depend on a chemical
reaction. Sputtesing is done by using charged atoms of argon called ions (Ar*) to borabard a target
containing the deposition material. The target erodes under this bombardment, and some of the mate-
rial falls onto the wafers, coating them with a thin film of material. Evaporation involves heating the
material to be deposited to a high temperature so that a vapor stream is created. The wafers are
placed in this stream for coating. The third thin film deposition process that will be discussed is
chemical vapor deposition. In this technigue one or more gasses are made to flow into a chamber that
contain the wafers to be coated. In many cases the wafers are also heated. A chemical reaction occurs
that leaves the desired solid product on the surface of the wafer.

A resistor was chosen to simplify the first example. Most semiconductor devices require the
formation of doped regions. For example, consider the a-channel MOSFET shown in Figure 1.6.
Some familiar layers from the resistor example are recognizable: a bianket insulator and a patterned
metal layer. One can also selectively dope the source ard drain regions, puiting together a technology
to make the transistor, Dopants are either donors (n-type) or acceptors (p-type}. For silicon,' the most
common n-type dopants are arsenic, phosphorus, and antimony, and the most common p-type dopant
is boron. For gallium arsenide the most common r-type dopants are silicon, sulfur, and selenium, and
the most common p-type dopants are carbon, beryllium, and zinc. In early semiconductor technolo-
gies, impurities were introduced by exposing heated wafers to a dopant containing gas. For example,
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Flgure 1.6

gate, source, drain, and substrate electrodes. The “+ and
“—* indicate very heavy and very light dopings,
respectively. .

a hydrogen/phosphine (H,/PH;) mixture can be used to
introduce phosphorus into silicon. The introduction
of dopant using this technique and the subsequent
movement of the impurities when the wafer is heated
is called diffusion. This type of dopant introduction
method allows the impurities to diffuse deep into the
wafer. As a result, it is not desirable for the small
devices required in moder fabrication technologies.
Ton implantation, which has replaced it, uses a beam of
jonized atoms or molecules electrostatically acceler-
ated toward the wafer. This method allows the process
technologist to control the amount of impurity intro-
duced (dose) and the depth of the impurity in the wafer
(range). To limit the diffusion of impurities, a new
class of processes have been developed that allow the
rapid heating {to high temperatures) and cooling of the
wafer. This type of process is called rapid thermal pro-
cessing (RTP).

A number of processes that allow the growth of thin layers of semiconductor on top of the
wafer will be discussed. These processes are called epitaxial growth. They zilow the production of
patterned dopant regicns below the surface of the wafer. The book will first discuss the more tradi-
tionat techniques of growing silicon on silicon and gallium arsenide on gallium arsenide (homoepi-
taxy). It will then cover more advanced techniques that allow the growth of extremetly thin layers for
the fabrication of advanced device structures.

The unit processes can be assembled into functional process modules. These modules are
designed to carry out specific tasks such as the electrical isolation of adjacent transistors, low resis-
tance contacts to transistors, and multiple layers of high density interconnect. All of these areas have
had dramatic advances over the past few years. Clear trade-offs exist among the various modules in
teyms of process complexity, circuit density, planarity, and performance. These modules and the
basic transistor fabrication are assembled into technologies. Three of the most popular technologies
that represent a reasonable cross section of the microelectronics industry will be reviewed. Finally,
techniques required for high-volume manufacturing of ICs wilt be discussed.

p-subsiraie

Cross section of an MOS transistor showing

1.3 A Roadmap for the Course

The varicus unit processes for fabrication are fairly independent. Each of the next 13 chapters will
cover a different unit process. To keep the book to a manageable size, each process can be only
briefly introduced. In many cases, the chapters themselves can be expanded into books. The material
in the chapter will provide references that will allow you to further investigate each topic if you have
an interest. The result of this approach is sometimes called a survey course.

Figure 1.7 shows a map of the course chapters. The order that your instructor chooses to follow
is completely arbitrary as long as the necessary introductory material is covered. These chapters and
sections are marked with a °. The chapters and sections marked with a * are additional material
somewhat beyond the basic processes needed to describe simple semiconductor technologies.

The last six chapters of the book are dedicated to semiconductor technologies. The basic unit
processes discussed earlier are brought together to form ¥Cs made from silicon CMOS, bipelar tran-
sistors, GaAs field effect transistors, and micromechanical devices. These technology examples have

————, A
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Figure 1.7 A roadmap for the course indicating the relationships between the chapters.

been chosen because they are popular and because they are representative of many other common
technologies. As you might infer from the previcus discussion, the same unit processes could be used
to fabricate flash memories, charge coupled devices (CCDs), lasers, solar cells, and light-emiiting
diodes (LEDs). The only differences are the number, type, and sequence of the processes used to
form the technology. You are encouraged to Jook into one of these other fabrication technologies
after you complete the course to see some of the other ways that these unil processes are applied.

1.4 Summary

Integrated circuits have developed with incredible levels of complexity, exceeding 1,000,000,000 tran-
sistors per chip. Transistor density, as measured by dynamic random access memories (DRAMS),
quadruples about every 3 years, as it has since 1968. This book will introduce the technologies used
to fabricate the ICs. The building blocks of these technologies are the unit processes of photolithog-
raphy, oxidation, diffusion, ion implantation, etching, thin film deposition, and epitaxial growth, The
unit processes can be assembled in different order and number, depending on the circuit to be built.



Chapter 2

Semiconductor Substrates

This section of the book will deat with unit processes that depend strongly on the properties of the
semiconductor wafers themsetves. Diffusion for example, depends on the crystalline perfection in the
wafers, which in turn depends on the process temperature. We will begin with a description of phase
diagrams. This material is particularty useful for understanding the formation of alloys that will be
used later in the book. This topic also leads naturally into a discussion of solid solubility and the dop-
ing of semiconductor crystals. Following that, the chapter will concenirate on crystal structures and
defects in crystalline materials. The second half of the chapter will discuss the techniques used to
tabricate semiconductor wafers. These wafers, which vary in diameter from 1 in for seme compound
semiconductors up to 300 mm for some silicon wafers, are the basic starting point for device fabrica-
tion. Although few fabrication facilities still make their own wafers, the study of the semiconductor
substrate makes a good place to begin to develop an understanding of semiconductor processing. For

a more complete review of this topic see Mahajan and Harsha [1].

The materiais used for microelectronics can be divided into three classifications, depending on

the amount of atomic order they possess. In single crystal materials, almost all of the atoms i the

crystal occupy well defined and regular positions known as lattice sites. Most of the semiconductor

substrates in which the active devices are actually made are single crystal. Amorphous materials,
toms in an amorphous material have no long range

such as Si0,, are at the opposite exireme. The a
order. Instead, the chemical bonds have a range of lengths and orientations. The third class of mater-
f small single crystals randomly oriented

fals is polycrystaliine. These materials are a collection o
with respect to each other. The size and orientation of these crystals often change during processing

and sometimes even during circuit operation.

21 Phase Diagrams and Solid Solubitity®

not elemental; rather, they are mixiures of mate-
, it is mixed with impurities that affect its
perties of mixtures of materials is a

Most of the materials of interest to us in this text are
rials. Even silicon is not very useful in a pure state. Instead
electrical properties. A very convenient way to present the pro
phase diagram. Binary phase diagrams can be thought of as maps that show the regions of stability
for mixtures of two materials as a function of percent composition and temperature, Phase diagrams
may aiso have a pressure dependence, but all of the diagrams of interest in semiconductor device fab-

rication will be at 1 atm.

S
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cooling, the same processes occur. In either process, wmaintaining thermodynamic equilibrium in the
solid is much more difficult than it is in the melt.
Example 2.1

For the example just discussed, calculate the fraction of the 50% charge that is molten at

1150°C.

Solution: Let x be the fraction of the charge that is molten. Then 1 — xisthe fraction of the
charge that is solid. The fraction of silicon in the melt plus the fraction of silicon in the solid
must add 1o 0.5, the total fraction of 8i in the charge

0.5 = 022x + 0.58(1 — x)
Solving for x,

0.36x = 0.08
x=1022

229 of the charge is molten and 78% is solid.

Figure 2.2 shows the phase diagram for GaAs [3]. Material systems like GaAs that have two
solid phases that melt to form a single liquid phase are called intermetallics. To examine the phase
diagram, start in the lower right-hand corner. This is a solid phase, since it is below the solidus line.
The vertical line at the center of the diagram indicates that the compound GaAs will form in this
material system. The lower left region is a solid mixture of GaAs and Ga, while the region in the
lower right is a solid mixture of GaAs and As. If this As-rich solid is heated to 810°C, the solution
will begin to melt. Between this temperature and the liquidus line, the concentration of the melt can
be determined as before. For Ga-rich charges, the mixed state begins at about 30°C, only slightly
above room temperature. This gives rise to problems associated with the growth of GaAs layers that
will be desctibed both later in this chapter as well as in a later chapter on epitaxial growth.

As a final example consider Figure 2.3, which shows the phase diagram for the As-Si system
[4]. While the structure looks quite complicated with several different solid phases mapped out,
microelectronic applications are primarily interested in the low arsenic concentration limit. Even
very heavily doped silicon is normally less than 5% arsenic. Notice that there is only a very small
region in which As will dissolve in siticon as a dopant without forming a compound. The maximum
concentration of an impurity that can be dissclved in another matetial under equilibrium conditions is
called the solid solubility. Notice that the solid solubility increases as the temperature approaches
1097°C, where it is about 4 atomic percent, and that in this regicn a vertical line will actually inter-
sect three curves. The portion of the line that goes from ¢ atomic percent As at S00°C to 4 atomic
percent As at 1097°C is called the solvus curve, as it represents 2 solubility. The remaining two lines
are the solidus and liquidus, respectively. The solid solubility of As in Si is a comparatively large
number, and it means that As can be used to form very heavily doped and therefore low resistance
regions such as source and drain contacts for MOS transistors {Chapter 16} and emitter and collector
contacts to bipolar transistors (Chapter 18). Since it is the soiid solubility from the phase diagram that
is of primary interest for dopant impurities, and the solid solubility varies by orders of magnitudes
for different impurities in silicon, the phase diagram information for a number of common dopants in
silicon have been combined [5) on a semilog plot in Figure 2.4.
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Figure 2.2 Phase diagram for GaAs (courtesy of ASM International).

Consider what happens in the following situation. A silicon wafer is heated to 1057°C and doped
to 3.5% atomic with As. Doping methods will begin to be discussed in the next chapter. Impurity con-
centrations are normaily expressed in number per unit volume. A 3.5% atomic concentration in silicon
corresponds to 1.75 X 107! cm ™. The phase diagram indicates that as the wafer is cooled, it will even-
tually exceed the maximum concentration that can be in sotution. If it is to maintain thermodynamic
equilibrium, the excess As must condense out, either by coming out of the surface or more likely, by
forming solid precipitates in the silicen crystal. For this to happen, the As atoms must be mobile in the
crystal. If the wafer is cooled rapidly enough, the precipitates can not form, and a higher concentration
of impurities than is thermodynamically allowed can be frozen in. Metallurgists refer to this process as
guenching. This is an important consideration to keep in mind. Doping concentrations can, and often
do, exceed the solid solubility. This is done by heating a wafer with excess dopant atoms and then
cooling rapidly. Peak concentrations can exceed the solid solubility by a factor of 10 or more.

2.2 Crystallography and Crystal Structure®

Crystals are described by their most basic structural element: the unit cell. A crystal is simply an
array of these cells, repeated in a very regular manner over three dimensions. The unit cells of interest
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Figure 2.3 Phase diagram for As-Si (courtesy of ASM Iniemnational. Figure 2.4  Solid solubility of common silicon impurities (il rights reserved, reprinted with permission, © 1960 AT & T).

have cubic symmetry with each edge of the unit cell being the same length. Figure 2.5A shows three
common types of cubic crystals. The directions in a crystal are identified using a Cartesian coordinate
system as [x,y.2]}. For a cubic crystal, the faces of the cell form planes that are perpendicular to the
axes of the coordinate system. The symbol (x,,2) is used to denote a particular plane that is perpen- 5
a a

dicular to the vector that points from the origin along the [x,y,z] direction. Figure 2.5B shows several

common crystal directions. The st of numbers x, y, and 2 that are used to describe planes in this Simple cube Body centered cubs  Fate centersd cube

manner are called the Miller indices of a plane. They are found for a given plane by taking the

inverse of the points at which the plane in question crosses the three coordinate axes, then multiply- 1 L)

ing by the smallest possible factor to make x, y, and z integers. The notation {x. vz} is also vsed to ;

represent crystal planes. This representation is meant to include not only the given plane, but also ail !

equivalent planes. For example, in a crystal with cubic symmetry, the (100) plane will have exactly mmi

the same properties as the (010) and (001} planes. The only difference is an arbitrary choice of coord- 3 I

inate system. The notation {100} refers to ali three. f0n1] b -
Silicon and germanium are both Group 1V elements. They have four valence electrons and

need four more to complete their valence sheil, In crystals, this is done by forming covalent bonds [ro01 {B} )

with four nearest neighbor atoms. None of the basic cubic structures in Figure 2.5 would therefore :

be appropriate. The simple cubic crystal has six nearest neighbors, the body-centered cubic {BCC} Figure 2.5 (A) Common cubic crystals: simple cubic,

- ; Y . body-centered cubic, and face-centered cubic. (B) Crystal
has eight, and the face-centered cubic (FCC) has 12. Instead, Group TV semiconductors form in the orientations in the cubic system. Ty
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Figure 2.6

Figure 2.7
semiconductor defects include:

(A} vacancies, (B) self-interstitials,
(C} substitutional impurities,

(D edge dislocations, and

(E} disiocation loops.

diamond structure shown in Figure 2.6. The unit cell
can be constructed by starting with an FCC cell and
adding four additional atoms. If the length of each side
is @, the four additional atoms are located at (@4, a/4,
a4}, (3ald, 3a/4, ald), (3a/4, a4, 3a/4), and (a/4, 3a/4,
3a/4). This crystal structure can also be thought of as
two interlocking FCC lattices. GaAs alsc forms in this
same arrangement; however, when two elements are
present, the crystal has a reduced level of symmetry.
The structure is then called zincblende.

2.3 Crystal Defects

Semiconductor wafers are highly perfect single crys-
tals. Nevertheless, crystal defects play an important
role in semiconductor fabrication. Semiconductor
defects or imperfections, can be divided into four
types, depending on their dimensionality. Point defects
do not extend in any direction. Line defects extend in
one direction through the crystal. Area and volume defects are 2- and 3-D defects, respectively. Each
type of defect impacts different areas of the fabrication process. Point defects are extremely import-
ant to the understanding of doping and diffusion. The prevention of line defects is important to any
thermal processing, particularly in rapid thermal processing. Yolume defects can play a useful role in
yield engineering. Figure 2.7 shows a few of the most important semiconductor defects.

One of the most common types of point defect is a lattice site without an atom. This defect is a
vacancy. A closely related point defect is an atom that resides not on a lattice site, but in the spaces
between the lattice positions. It is referred to as an interstitial. If the interstitial atom is of the same
material as the atoms in the lattice, it is a self-interstitial. In some cases, the interstitial comes from 2
nearby vacancy. Such a vacancy interstitial combination is called a Frenkel
defect. The interstitial or vacancy may not remain at the site at which it was
created. Both types of defects can move through the crystal, particularly under
the high temperatures typically found during processing conditions. Either
defect might also migrate to the surface of the wafer where it is annibilated.

Vacancies and self-interstitials are intrinsic defects. Just as one talks
about inirinsic carriers in semiconductors, at nonzero temperatures intrinsic
defects will tend to occur in an otherwise perfect crystal. Thermal excitation
creates a very small percentage of electrons and holes in a semiconducter, It
will also remove a small number of atoms from their lattice sites, leaving
behind vacancies. Generally, the vacancy concentration is given by an
Arrhenius function, which is an equation of the form

The diamond structure,

M= N, e T @.1)

Simple 0- and 1-D
where N, is the number density of atoms in the crystal lattice (5.02 X 102
cm™? for silicon), E, is the activation energy associated with the formation of
a vacancy, and £ is Boltzmann’s constant. For sil-icon, E, is of order 2.6 eV,
s0 at Toom temperature only one in 10* lattice sites would be vacant in an
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otherwise perfect crystal. At 1000°C, however, the number of defects rises to 1 in 16" An identical
equation can be used 1o describe the equilibrium concentration of interstitials iri a material. In silicon,
the activation energy for interstitials is higher than that for vacancies (about 4.5 e¥). Notice from these
two equations that, unlike intrinsic electrons and holes, the equilibrium vacancy concentration is not
generally the same as the equilibrium interstitial concentration. Several important point defect sources
and sinks exist, including extended defects and the surface of the wafer that allow this discrepancy.
GaAs has two types of lattice sites. Gallium sites have four arsenic nearest neighbors. Arsenic
sites have four gallium nearest neighbors. The concentration of vacancies in GaAs is given by
NG =33 X 0% em™ ¢ 097

22
for gallium and

Nops = 22 X 10® em™3 =0T 2.3
for arsenic {6]. _

Of course, this picture has considerably simplified the subject of intrinsic point defects. This
chapter began by pointing out that in single crystal silicon, each atom has four nearest neighbors to
which it covalently bonds. The simpiest thing that could happen when a vacancy is created is that alt
four of the bonds break. This would leave all of the atoms electric-ally neutral, but it also leaves four
unsatisfied valence shells. Alternatively, an electron may remain behind when a vacancy was created.
In doing so, it completes the valence shell of one of the neighboring atoms, leaving it with a net one
negative charge. This situation is described by saying that a — 1 vacancy has been created (along with
a +1 interstitial). The activation energy of this vacancy will be considerably different than that of a
neutral vacancy. Furthermore, —2, —3, —4, +1, +2, +3, and +4 vacancies are also possible,
although triply and quadrupally ionized species are rarely important in practice.

The concentration of charged vacancies at equilibrium is given by

— apje MU (E—E WkT

Ng’ - Nu n; &k {2'4)
where # is the carrier concentration of free electrons in the semiconductor, #; is the intrinsic carrier
concentration (see Figure 3.4), E, is the intrinsic energy level (usually close to the center of the
bandgap), and E is the energy level associated with the negatively charged vacancy. The difference
in the energy levels between the vacancy and the intrinsic level plays the role of a new activation
energy, £7. Similarly, the concentration of positively charged vacancies is given by
N = N2 ; EEMT o nﬁ g —EUAT {2.5)
The concentration of multiply charged vacancies is similarly proportional to the ratio of the charge
density to the intrinsic carrier concentration, raised to the appropriate power. For example, the con-

centration of v~ is given by
Ne =Nz [ B[ s 28)

The second type of point defect that may exist in a semiconductor is an extrinsic defect. This is
caused either by an impurity atom at an interstitial site or at a lattice site. In the latter case, it is
referred to as a substitution impurity. The word “defect” should not necessarily carry with it a negative
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connotation. For example, dopant atoms that are required to modulate semiconductor conductivity
are substitutional defects. While this text will concentrate on substitutional dopant impurities, inter-
stitial impurities can also have a significant impact on device perfermance. Some imparities that tend
to occcupy interstitial sites have electronic states near the center of the bandgap. As a result, they are
efficient sites for the recombination of electrons and holes. These recombination centers reduce the
gain of bipolar transistors and can cause p-n diodes to leak. .

Line defects extend in one dimension. The most commen example is a dislocation. In this
defect, an extra Yine of atoms is inserted berween two other lines of atoms. The simplest type of disloca-
tion is an edge dislocation, Here, an extra plane is terminated on one end by the edge of Lht? crystal.
If the extra plane is completely contained in the crystal, the defect is referred to as a disIocaLlon. loop.
The presence of a dislocation in the erystal is a sign of stress. The bonds just before the insertion of
the extra plane are stretched, and bonds just after the plane are compressed. Disiocalicn§ are often
formed by the agglomeration of point defects. Any defect in a crystal has associated withita surfz.lce
energy. The higher the surface area of the defect, the higher the energy stored in the defef:t. A high
concentration of point defects therefore costs more energy than a dislocation, since the point defeFts
have a larger total surface area. Point defects moving randomly through the crystal will tenq to stick
together until a dislocation or other higher dimensionality defect results. The process is called
agglomeration.

There are various ways that defect inducing stress can occur during processing. If there is a
substantial temperature difference across the wafer, the wafer will attempt to expand nonunifon'fliy,
and thermoplastic stress will occur in the wafer. Similar stresses can result if the wafer is rigidly
clamped and heated or if layers with different thermal expansicn coefficients are present when the
wafer is heated. The equations governing thermoplastic stress will be covered in Section 6.4, since
this problem is particularly important in rapid thermal processing. A second method of inds_.]cing dis-
locations is the presence of high concentrations of substitutional impurities in the crystal. Since these
atoms are not the same size as the host atom, stresses will result. The effect of the stress is to lower
the energy required 1o break bonds and form vacancies. The third type of dislocation formation
mechanism, which will be reviewed in detail later, is physical damage of the crystal. During some
processes, the surface of the wafer is bombarded with other atoms. These atoms transfer enon{gh
energy to the lattice to break bonds. Once again the process creates a high concentration of vacancies
and interstitials that will tend to agglomerate into dislocations and other higher order defects.

Dislocations move by two primary mechanisms, as illustrated in Figure 2.8: climb and glide.
Glide is the movement of a dislocation line in a direction other than along the line. It is the result of

Figure 28 Movement of an edge dislocation (center figure} by {A) climb and (B} glide.

Figure 2.9 An intrinsic stacking fault is the removal of
part of a plane of atoms in the {111} directions. An extrinsic
stacking fault is the addition of a partial plane of atoms in
the {111} directions. The labels A, B, and C correspond to
the three different (111} planes in the diamond lattice (after
Shimura).
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shear-stress. In this situation, one of the planes of lat-
tice atoms breaks to form a continuous plane with the
previous exira plane leaving behind a new defect. This
process, called slip, can continue until the entire width
of the wafer has moved by one lattice site. Climb; on
the other hand, is simply the growth (or shrinkage) of a
dislocation line, Vacancies and/or interstitials are cre-
ated in response to stress. These point defects then
become part of the line defect.

The third type of defect is a 2-2 or area defect.
The most obvious type of area defect is a polycrys-
talline grain boundary. Ap important defect from a
device standpoint is a stacking fault. Similar to a dis-
location line, a stacking fault is an extra plane of
atoms. In this case, the pattern is disrupted in two
dimensions and is only regular in the third. If, for
example, an extra plane of atoms is inserted in the dia-
mond lattice, as shown in Figure 2.9, a stacking fault
results. Stacking faults are terminated either by the edge of the crystal or by dislocation lines, Bulk
defects are irregular in alf three dimensions. A common example of a bulk defect is a precipitate. An
important class of such precipitates are impurity precipitates, discussed in Section 2.1.

The change in the Gibbs free energy associated with the impurity condensation can be
expressed as

AG = —V-AG,+Ay+Ve+R, en

where V is the volume of the precipitate, AG, is the change in free energy per unit volume associated
with the transformation, A is the surface area of the precipitate, 7 is the free energy per unit area of
the precipitate, £ is the strain energy per unit volume of the precipitate, and R, is a strain relation
term. If the concentration of point defects exceeds the equilibrium values given by Equations
2.2-2.4, the crystal is said to be supersaturated, and there will be a strong driving force toward the
formation of extended defects. In the case at hand, as the temperature is lowered the degree of super-
saturation increases, and the first term of Equation 2.7 becomes targe encugh to make AG negative,
providing the thermodynamic force necessary to drive the precipitation. When the volume change
upon precipitation is large, the precipitate causes strain that may be relaxed through the formation of
self-interstitials and/or dislocations (7, 8].

1t would seem that defects are undesirable. More precisely, 2-D and 3-D defects are undesir-
able in active regions (i.e., where the transistors are iocated). Defects in inactive regions have a bene-
ficial effect as gettering sites. Gettering is a process by which impurities and defects diffuse through
the crystal, becoming trapped at the gettering site. Beneficial gettering can be accomplished by pro-
viding highly strained or damaged regions away from the active devices, such as the backside of the
wafer. This type of process is called extrinsic gettering.

Another common application of gettering in silicon technology is the use of oxygen precipi-
tates in the bulk of the wafer. Point defects and residual impurities such as heavy metals become
trapped at the precipitate sites, reducing their concentration near the active device regions. Since this
process uses oxygen that is intrinsic to the wafer, it is called intrinsic gettering. Figure 2.10 shows
the solubility of oxygen in silicon [9, 10]. Unlike the dopant curves in Figure 2.4, the solid solubility
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Figure 2311 Cross section view of denuded wafer with
bipolar transistor (reprinted by permission, Academic Press,
after Shimura).

of oxygen shows a simple Arrhenius behavior, obeying the equation

—1032e¥

C, =2 x 107 20ms
cm

2.9

As will be discussed later in this chapter, dissolved oxygen results from the process by which the sin-
gle erystal silicon is grown. Typical oxygen concentrations in silicon wafers are 10 to 40 ppm or
about 10" cm™. If the wafer temperature is less than about 1150°C, oxygen will tend to precipitate
from the crystal, ieading 1o 3-D defects, sometimes called precipitation defect complexes [11]. The
shape of the precipitates depends on the temperature of the wafer. If the wafer is cooled rapidly, the
excess oxygen is immobile and so cannot agglomerate to condense out. The oxygen is held in solid
solution in a supersaturated (i.c., greater than would be allowed if the wafer were in thermodynamic
equilibrium} condition. If the wafer is annealed at about 650°C, the precipitates are shaped like rods
and lie along the {110} directions in the (100) planes [12]. When the wafer is annealed at about
800°C, square precipitates form on the (100} planes with [111] rounded edges [13). For wafers
annealed at 1000°C, the precipitates are shaped like octahedra [14]. The amouat of precipitated oxy-
gen varies approximately as the seventh power of the initial oxygen concentration [15].

To use an intrinsic gettering process, the wafer should have an oxygen concentration of 15 to
20 ppm (Figure 2.11). If the concentration is much smaller than that the 0X¥gen impurities are too
far apart to form agglomerates. Larger oxygen concentrations will precipitate, but they will also lead
to wafer warpage, and other extended defects such as slip lines may thread through the active
regions. A typical intrinsic gettering process consists of three steps: outdiffusion, nucleation, and
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precipitation [16]. The purpose of the outdiffusion step is to reduce the concentration of dissolved
oxygen in a denuded zone near the surface of the wafer. The depth of the denuded zone must exceed
the deepest junction depth in the technology, plus the depletion widih of the junction at maximum
reverse bias. It is important not to use too deep a denuded zone since it reduces the effectiveness of
the gettering. However, if the denuded zone is too close to the active device region, it can degrade
device performance. Typical denuded zone depths are 20-30 wm. The denuded zone is formed by
annealing the wafer at high temperature [17, 18] in an inert ambient. The temperature of the step
must be high enough to atlow the oxygen to diffuse out of the surface, but low enough to reduce the
concentration of the oxygen to less than 15 ppm. The width of the denuded zone in silicon can be

approximated by [19]
_ sz —12e¥
L;= _{0.091 secte ¥

By comparing Equations 2.8 and 2.9 one can find process times and temperatures that satisfy both
conditions: C,, < 15 ppm and L, > 10 pm. For example, an anneal at 1200°C for 3 hr gives an oxy-
gen concentration of 6 X 107 cm™ (12 ppm) and an approximate denuded zone depth of 25 pm.
Finally, one needs to observe that the carbon concentration must also be controlled in wafers
intended for intrinsic gettering use, since the oxygen can precipitate at carbon impurities [20). The
concentration of carbon in the wafer, therefore, is a factor in determining the size and shape of the
oxygen precipitates [21]. It is desirable to keep C concentration fess than 0.2 ppm.

2.9

2.4 Czochralski Growth

The technique used to produce most of the crystals from which semiconductor wafers are cut is
called Czochralski growth. The process was first developed by Teal [22] in the early 1950s although
it was first developed by Czochralski who used it to draw thin metal filaments from the melt as early
as 1918. Since silicon is a single component system, it is easiest to start by studying its growth, Once
this is complete some of the complications associated with compound semiconductor growth will be
discussed. The production of the high purity polycrystalline materials that are melted in the
Czochralski furnace will not be discussed. While this is an interesting exercise in distillation, it is not
very relevant to the IC fabrication process.

Czochralski growth involves the solidification of a crystal from a melt. The material used in
single crystal silicon growth is electronic grade polycrystalline silicon {polysilicon), which has been
refined from quartzite (Si0,} until it is 99.999999999% pure. The poly is loaded into a fused silica
crucible that is contained in an evacuated chamber (Figure 2.12) [23]. The chamber is back filled
with an inert gas, and the crucible is heated to approximately 1500°C. Next, a small chemically
etched seed crystal {about 0.5 cm in diameter and 10 cm long) is lowered into contact with the melt.
This crystal must be carefully oriented since it will serve as the template for the growth of the much
larger crystal, called the boule. Modern boules of silicon can reach a diameter of over 300 mm and
are 1 to 2 m long.

Since both the liquid and the sclid are at about the same pressure and have approximately the
same composition, sclidification must be accomplished by a reducticn in temperature. As shown in
the figure, temperature is lost by the increased surface area of the solid. Both natural convection and
gray body radiation will cause the crystal to give off substantial heat and will give rise to a strong
thermal gradient across the liquid solid interface. At the interface, additional energy must be lost to
accommodate the latent heat of fusion for the solid. Balancing the erergy flow in a unit volume at the
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Figure 212 Schematic and photograph (courtesy of
Ferroftuidics Corporation) of Czochralski growth system.
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interface with a simple 1-D analysts,

AT Y (g adT )2 pdm
(kA1) - (~watli)- o @10

where the ks are the thermal conductivities of liguid and solid silicon at the melting point, 4 is the
cross-sectional area of the boule, T is the temperature, and £ is the latent heat of fusion (approxi-
mately 340 cal/g for silicon).

Both of the two thermal diffusion terms are positive under normal Czochralski growth condi-
tions, with the first term larger than the second. This implies that there is a maximum rate at which
the crystal can be pulled (Figure 2.13). This would occur if all of the heat diffusing up the solid is
produced by the latent heat of fusion at the interface (i.e., the first term in Equation 2.10 is Q). Then
there would be no temperature gradient in the liquid and .

Vo = =880 o K 4l {2.11)

If an attempt is made to pull the crystal from the melt faster than this, the soli¢ cannot conduct the
heat away and the material will not solidify in a single crystal [24]. Typical values for the tempera-
ture gradient in silicon Czochralski are about 100°C/er, although for pull rates near the maximum,
the temperature gradient wiil vary inversely with the diameter of the crystal (Figure 2.14). To min-
imize the temperature gradient in the melt, the boule and meit are typically rotated in opposite direc-
tions during the growth.

In: reality, the maximum pull rate is not normally used. It has been found that the crystailine
quality is a sensitive function of the pull rate. The matetial near the melt has a very high density of
point defects. It would be desirable to cool the solid quickly enough to prevent these defects from

Figure 2.13  Time lapse sequence of boule being pulled from the melt in a Czochralski growth
(reprinted with permission of Latiice Press f54]).




e

24

2 Semiconductor Substrates

agglomerating. On the other hand, such rapid cooling means that large thermal gradients (and there-
fore large stresses) will occur m the crystal, particularly for large diameter wafers. Czochralski
growth processes use this effect to minimize dislocations in the boule by rapidly beginning the pull.
This produces a rarrow, highly perfect region [25-27] just below the seed crystal, called a tang. Any
dislocations in the seed crystal, whether there initially or caused by contact with the molten silicon,
can be prevented from propagating into the boule in this manner [28]. An example of such an edge
terminated dislocation can be seen in Figure 2.15. The melt temperature is then lowered and the pull
rate reduced 1o shoulder out the boule to the desired diameter. Finally, the pull rate and furnace tem-
perature are stabilized using feedback control from an optical detector set to measure the width of the
boule. The design of the heat shields is critically importaat in controlling the temperature distribution
near the solid—melt inserface and therefore in determining the defect density [29].

Generatly, as the diameler of the crystal is increased, the pull rate must be decreased. This
is because the heat loss is proportional to the surface area, which is proporticnal to the diameter
of the crystal, while the energy produced by fusion is propertional to the volume, which in turn is

") )

Figure 214 (A) A 200-mm silicon growth facility, (B) prototype 300-mm wafers (photographs cotrtesy af MEMC
Electronic Materials, Inc.).

Figure 2.15  X-ray topograph of sced neck showing edge
terminated dislocations {reprinted by permission, Academic

Press).
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proportional to the square of the diameter. I the pul
rate is too low, however, point defects will agglomer-
ate. The type of defects formed most commonly are
called disiocation loops. In semiconductor substrates
these loops are called swirl because they are often dis-
tributed in swirls about the center of the wafer.

During the process of Czochralski growth several
impurities will incorporate into the crystal. We have
already discussed the importance of oxygen in the sub-
strate. We are now in a position to understand its ori-
gin. Crucibles used to hold the molten silicon during
the Czochralski process are usually fused silica (Si0,,
often mistakenly calted quartz). At 1500°C, silica will
release a considerable amount of oxygen into the
molten silicon. Over 95% of the dissolved oxygen
escapes from the surface of the melt as SiO [30]. Some
of the oxygen will be incorporated into the growing
crystal. Since this supply of oxygen is constantly
replenished, it will be approximately constant along the
length of the boule. The oxygen concentration can be
controlled using the temperature of the melt. For
reduced concentrations of oxygen, the boule can be
grown under magnetic confinement. The first commer-
cially significant magnetically confined Czochralski
growths were reported in the early 1980s [31, 32]. Fig-
ure 2.16 shows a magnetically confined crystal growth
system. The magnetic field may be directed along the
length of the boule {axiat); however, modern systems
are nearly all perpendicular to the growth direction
(transverse). Typical fields are 0.3 T (3%G). In either
case, the purpose of the field is to create a Lorentz force {qu X B), which will change the motion of the
ionized impurities in the melt in such a manner as to keep them away from the liquid/solid interface
and therefore decrease the impurity incorporation in the crystal. In this arrangement, oxygen concen-
trations as low as 2 ppm have been reported [33]. This process also has the effect of minimizing resist-
ivity variations across the wafer [34].

I is also common to introduce dopant atoms into the melt so that a particular resistivity wafer
can be made. To do this, one can simply weigh the melt, determine the number of impurity atoms that
would be needed, and add that weight of impurity. The process is complicated, however, by the fact
that impurities tend to segregate at solid/liquid interfaces. That is, the solid may be more or less likely
to contain an impurity than the liquid. A segregation coefficient k can be defined as

C,

E= z {212
where C, and C; are the impurity concentrations at the solid and liquid sides of the solidAiquid inter-
face. Table 2.1 summarizes the segregation coefficieats of common impurities in silicon.

To understand how dopant segregation jmpacts crystal uniformity, consider what happens if
&> 1. In that case, the concentration of impurity in the solid is greater than that in the melt. To
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Figure 2.16  Photograph of commercial magnetically confined Czochralski system (Thomas et al )

achieve this, a higher proportion of dopant is pulied from the melt than is contained in the liquid.
Consequently, the impurity concentration in the melt must decrease as the boule is pulled. Referring
to the phase diagrams or the solid solubility curves, the concentration shift of the melt also shifis the
concentration of the solid. If we define X as the fraction of the melt that has solidified, and assume
that the solution is well mixed, it can be shown that

C, = kCy(1 - 213

where C, is the initiat melt concentration.

The welt mixed approximation is not very good due to the existence of thermat gradients in the
melt. The basic effect is shown in Figure 2.17. The hot walls of the crucible cause the melt near the
walls to expand. The lower density of this heated material will cause it to rise. The cooler region of
the melt near the boule will tend to sink. Coltectively, the process is known as natural convection and

:Table 2.1 Segregation cosfficients for common impurities in sificon

Al As B 0 P Sb
0.002 0.3 0.8 0.25 0.35 0.023
From Szz [35).
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the flow patterns that it produces are known as buoyancy-driven
recirculation cells. This effect is present to some extent when-
ever temperature gradients exist in a system that contains a liquid
or gas with a finite, nonzero viscosity. The rotation of the cru-
cible and the boule, along with the puiling action of the boule,
the heat released by solidification at the solid-melt interface, and
the surface tension of the melt, all contribute to the flow patterns
in the melt [36]. For larger boules the flow in the melt is turbn-
Boule lent. At the liquid/solid interface, the melt cannot fow, in the
same way the water at the banks of a river cannot flow. In fact,
because of the finite viscosity of the melt, there will be a region
near the liquid/solid interface over which little flow of material
will be present. This region of the melt is called the boundary
{ayer. The impurities that are taken up by the solid must diffuse
across this region. To take this effect into account, the segrega-
tion coefficient & can be replaced with an effective segregation
coefficient k,, where

k
k= —— 14
k4 (1 - ke ™ 214
b is an effective boundary layer thickness, V is the pull velocity,
and D is the impurity diffusivity in the molten semiconductor.
The growth of GaAs from the melt is significantly more
difficult thar the growth of silicon. One reason is the difference

Figure 217  Formation of recirculation cells ~ in the vapor pressure of the two materials. Stoichiometric GaAs

melts at 1238°C (see Figure 2.2). At that temperature, the vapor

pressure of gallium is less than 0.001 atm, while the vapor pres-
sure of arsenic is about 19" targer. 1t is obvions that maintaining stoichiometry through the boule will
be challenging. A variety of systems have been designed to overcome this obstacle. This and the next
section will present the two most popular choices: liguid encapsulated Crochralski growth, com-
monly called LEC, and the Bridgman growth technigue. Bridgman wafers have the lowest disloca-
tion densities (of order 10° cm™?) and are commonly used for fabricating optoelectronic devices such
as lasers. LEC grown wafers can be made with Jarger diameters, they are round, and can be made
semiinsulating with resistivities of nearly 100 M{}-cm. A disadvantage of LEC wafers is that they
typically have defect densities greater than 0% em ™2 Many of these defects are due to thermoplastic
stress arising from vertical temperature gradients of 60-80°C/em [37}. The production and use of
these semiinsulating substrates will be discussed in Chapter 5. As a result of this property, nearly all
electronic GaAs devices are fabricated on LEC material.

Pyrolytic boror nitride (pBN) crucibles are used instead of guartz in LEC growth 1o avoid sil-
icon doping of the GaAs boute from the quartz. To prevent outdiffusion of As from the melt, the LEC
process uses a tightly fitting disk as shown in Figure 2.18. The most common sealant material is boric
oxide (B;0,). A slight excess of arsenic is added to the charge to compensate for the arsenic loss that
occurs until the cap becomes molten at about 400°C and seals the melt. Once the charge is molten,
the seed crystal can be lowered through the boric oxide until it contacts the charge. During synthesis
the pressure reaches 60 atm. Crystal growth is carried out at 20 atm [38). For that reason, the process
is sometimes called kigh pressure LEC or HP LEC. Typical pull rates are about 1 cm/hr [34].
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2.5 Bridgman Growth of GaAs

The second problem encountered in LEC growth

Figure 218 Schematic of a liquid-encapsulated
Czochralski growth system. The labeled parts include
(1) quartz crucible, (2) heat flux control system, 3
graphite shield, (4) cavity thermocouple, (5} radiation
shield, (6} heater, (7) temperature control thermecouple,
(8) water cooled support, {9} insulation suppost, (16}

relates to differences in the material properties of silicon
and GaAs. Tabie 2.2 summarizes the relevant data. The
thermal conductivity of GaAs is about a third that of sil-
icon. As a result, a GaAs boule is not able to dissipate the
latent heat of fusion as rapidly as a silicon boule. Further-
more, the shear stress required 1o nucleate a dislocation at
the melting point is about a fourth that of silicon. Not
only is the material less zble to dissipate heat, a smaller
thermoplastic strain will induce defects. It is not surpris-
ing, therefore, that the Czochralski growth of GaAs is pri-
marily limited to much smaller wafers than silicon and
that defect densities of Czochralski grown material are
many orders of magnitude larger than comparable silicon
wafers.

If the distocation density is kept low enough, it does
I not present an insurmountable barrier to the fabrication of
ICs with moderate to high levels of integration; however,
when it exceeds 10* cm ™2, the dislocations can have a sig-
nificant impact on transister performance [39]. It has been
found that thermally annealing the GaAs ingot after
Czochralski growth somewhat reduces the dislocation
density [40]. Alloying about 0.1 atomic percent indium

Encapsualan

GaAs Melt

graphite crucible support, and (11) tubing suppor {afier  into the wafer has been found to minimize the impact of

Kelly et al. [56]).

dislocations in Czochraiski grown GaAs. Ehrenreich and
Hirth [41] have suggested that the replacement of a gal-
lium atom with a much larger indium atom creates a strain field that traps the dislocations, effectively
gettering them from any active layers grown on top of the wafer. It is now generally believed that the
use of indium increases the critical resolved shear stress through a process known as selid solution
hardening [42]. As a result, the dislocation density itself can be 10% cm™? or less in indium doped
wafers. Because of the hardening, indium doped wafers are even more britile than pure GaAs and so
more prone 1o chipping and breakage. This fact, combined with concerns of indium diffusion during
the process and the material improvements made possible by boule annealing has caused the popular-
ity of indium doped GaAs to decline in recent years, Initial wafer resistivity has also been found to
have a significant effect on transistor performance. Very high resistivity semiinsulating material
leads to less efficient activation (compensation) of implanted impurities and lower current drive [43].

Table 2.2 Thermal and mechanical properties of semicontductors

Thermal Conductivity Critical Resolved Shear
Melting Point (°C) (Wiem-K) Stress at MP (MPa)
Si 1420 0.21 1.85
Ge 260 0.17 0.70
GaAs 1238 0.07 Q40

Thomas et al. [34].

More than half of the market for growing GaAs is controlled by the horizontal Bridgman method and
its variants. The basic process is shown in Figure 2.19 [44]. The solid Ga and As components are
loaded into 2 fused silica ampoule, which is then sealed shut. In many cases, the ampoule includes a
separate solid arsenic chamber with a restricted orifice to the main chamber. The arsenic only cham-
ber provides the arsenic overpressure necessary to maintain stoichiometry. The ampoule is loaded
into a SiC tube, which rests on a semicircular trough, typically also made frem SiC. A tube furnace is
then slowly rolled past the charge. Although the charge may be passed through the fumace, the oppo-
site is normally done to minimize any disturbance of the crystal as it solidifies. The temperature of
the furnace is set to melt the charge when it is completely inside. As the furnace rolls past the
ampoule the molten GaAs charge in the bottom of the ampoule recrystallizes in a characteristic “D”
shape. If desired, a seed crystal can be mounted so as to contact the melt. Typical crystal diameters
produced this way are 1 to 2 in. The growth of larger crystals requires very accurate control of the
stoichiometry of the axial and radial temperature gradients to control the dislocation density [45].
The important feature of the Bridgman approach is that the molten charge is held by the ampoule.
This allows the process to be run with very small thermai gradients and, therefore, routinely produces
wafers with dislocation densities of less than 10°em ™,

The difficulty with standard Bridgman growth is that it is unable to produce high resistivity
substrates because of the large intimate contact between the ampoule and the melt. A variety of tech-
niques have been proposed to overcome this obstacle. Two of the most commonly cited are the verti-
cal Bridgman [46] and vertical gradient freeze [47] methods. The basic idea of each approach is to
turn a horizontal Bridgman apparatus on its side. The charge is heid in a boat that typically is boron
nitride, which is then sealed in a silica ampoule in such a way so as to minimize the dead volume. A
small additional arsenic charge may be added to maintain stoichiometry. The ampoule is loaded into
a furnace where it is raised to a temperature just above the melting point. The furnace is then slowly
raised, cooling the ampoule and freezing the charge. Temperature gradients are less than 10°Cfcm
and the growth rate is limited to a few mmy/hr [48]. Generally, these techniques produce results that
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Figure 219 Schematic of a horizontal Bridgman growth system {after Sell).
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for various growth technologies (Thomas et al. ),

Figure 2.1

Schematic of a float zone refining system.
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Figure 222 Schematic of a ficat zone system
for growing large diameter boules ( reprinted
from Ketler and Miihibauer by courtesy of
Marcel Dekker).
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is limited to boules of no moere than a few kilograms. Figure
2.22 shows an arrangement that can be used for the float zone
growth of large diameter crystals [51]. In this case the crystal is
bottom seeded. After a sufficient length of dislocation free mate-
rial has been produced, a funnet filled with small spheres is shid
upward until it supports the weight of the boule.

A disadvantage of float zone growth is the difficulty of
introducing a uniform concentration of dopants. There are four
methods that can be used: core doping, pill doping, gas doping,
and neutron transmutation. Core doping refers to the use of a
doped polysilicon rod for the starting material. On top of this
rod, additional undoped polysilicon is deposited until the aver-
age desired concentration is reached. The process can be
repeated through several generations if necessary. Core doping
is the preferred process for boron due to its high diffusivity and
the fact that it does not tend to evaporate from the surface of the
rod. Then the dopant concentration of the rod is given by

2
€@ =C. [’?j] (1 — (1 — ke ) {2.15)

where C. is. the dopant concentration in the core rod, r, is the
radius of the dopant rod, 7; is the radius of the final boule, { is
the length of the floating zone, z is the distance from the start of
the boule, and k is the effective distribution coefficient that is
similar to the segregation coefficient. For float zone growth,
k{boron) = 0.9, k(phosphorus) = 0.5, and k{antimony) = 0.07.
Neglecting the first few melt lengths, the concentration of boron
in a boule is quite uniform, Gas doping is accomplished through
the use of gasses such as PH;, AsCls, or BCl,. The gas may be
injected as the polysilicon rod is deposited, or it may be injected
at the molten ring during the float zone refining. Pill doping is
accomplished by drilling a small hole in the top of the rod and

inserting the dopant in the hole. If the dopant has a small segregation coefficient, most of it will be
carried with the melt as it passes the length of the boule resulting in only a modest nonuniformity.
Gailium and indium doping work well in this manner. Finally, for light n-type doping, fioat zone sil-

icon can be doped through a process known as transmutation doping. In this p
d to a high brightness neutren source. Approximately 3.1% of the silicon is the mass 30 iso-

expose

rocess, the boule is

tope. Under neutror flux that isotope can be changed through the nuclear process [52]

36h
ISin, y) = 8 > - P+ 8

216

Of course, a disadvantage of this process is that it is not suitable for forming p-type silicon.

2.7 Wafer Preparation and Specifications

After the boule has been grown the wafers must be mad
ity and crystal perfection. Then the seed and tail are cut off and

e. The boule is first characterized for resistiv-
the boule is mechanically trimmed to

L
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Figure 223  Standard flat orientations for different semiconductor wafers.

the proper diameter. The dizameter at this point is slightly larger than the final wafer diameter, since
additional etching will still be done. For wafers 150 mm and fess, flats are ground the entire length of
the boule to denote the crystat orientation and the doping type and to provide a method for coarsely
aligning the rotation of the wafer during subsequent photolithography steps. The largest flat, called
the primary, is oriented perpendicular to the (110} direction. One or more minor flats will also be
ground. Figure 2.23 shows the flat orientations for different wafer types. For larger wafers, a notch is
ground into the edge,

After grinding the flats, the wafer is dipped in a chemical etchant to remove the damage caused
by the mechanical grinding. Each manufacturer has a proprietary mixture, but they are usually based
on the HF-HNO, system. After etching, the boule is sliced into wafers. This is a critical step in the
process as it will determine the wafer bow and flatness. Typically, a wire impregnated with diamond
particles is used. The wafers may then be edge rounded in another mechanical grinding process. It
has been found that edge rounded wafers are less susceptible to defects created by mechanical han-
dling during the subsequent processing. It also prevents the pile up of liquids that will coat the wafer
when using spin on processes.

Next a series of steps are performed to remove any residual mechanical damage and to prepare
the wafers for device fabrication. First, the wafers are mechanically lapped in a slurry of alumina and
glycerine, then eiched as before te reduce the damage. Finally, one or both sides receive a polish in an
f:lectrochemica] process involving a slurry of NaOH and very fine silica particies followed by a chem-
ical clean to remove any residual contaminants. Tables 2.3 and 2.4 show typical wafer specifications.

) Both silicon and GaAs technologies are migrating to larger wafer sizes since this allows more
die per wafer and hence greater efficiency. The standard GaAs wafer is 100 mm. The standard wafer
for silicon IC manufacturing is 200 mm. The first ICs to be built on 300-mm wafers have now been

Table 2.3  Typical specification for 2-in. GaAs wafers

LEC Vertical Gradient Freeze

Resistivity ({2-cm) > x 107 >17

Mobility (cm®-V/s) >4000 >5000

Carrier concentration (cm ™) <I® —

Etch pit density {cm™2) 7 X 10%typical) <10

Flatness {pm} <4 <5

Thickness (pum) 450 500

Cost ($/cm?) 10 15

Probtems 33

Table 2.4 Typical specifications for state of the art silicon wafer

Cleanliness (particle/cm?) <0,03
Oxygen concentration {cm ™) Specified +—3%
Carbon concentration fcm ™) <1.5%10"7
Metal contaminants bulk (ppb) <0.001
Grown in dislocation (cm ™2} <0.1
Oxidation induced stacking faults (em™%) <3
Diameter {mm) =150
Thickness {p.m} 625 or 675
Bow (pm} 10
Global flatness (pum}) 3
Cost {$/cm?) 0.2
From Shimura [53].

100 mn ISR

w5 1984

2005

Figure 2.24 Projected life cycle from first production te
peak production to phase out for various wafer sizes
feourtesy Semiconductor International {55]).

completed, but 300-mm acceptance has been slowed
by adverse economic conditions. As shown in Figure
2.24, however, acceptance of the new 300-mm stand-
ard is expected to grow in coming years. Similarly
the first 150-mm GaAs fab line has recently begun
production.

2.8 Summary and Future Trends

This chapter reviewed some of the most basic proper-
ties of semiconductor materials. An introduction to
phase diagrams was given and the idea of solid solubil-
ity was presented. Next, a basic description of point,

line, area, and volume defects was given. In the second half of the chapter, crystal growth methods
were presented. Czochralski growth is the most common methed for preparing silicon wafers. Liguid
encapsulated Czochralski is the dominant method for growing GaAs for electronic applications, but
high defect densities are a problem. For optoelectronic applications the preferred methed is the
Bridgman technigue.

Problems
i.

A GaAs crystal is on a coordinate system such that an arsenic atom sits at the position 0,0,0
and a gallium atom sits at a/4, af4, a/4. Find the x,y,z coordinates of the other three nearest
neighbor gallium atoms to the arsenic atom at 0,0,0. What is the distance between these atoms?
Compare the distance to the atomic radii given in Figure 1.6. Explain any differences (note:
a=565A).
2. For the crystal in Problem 1, find the three other nearest arsenic atoms to the cited gallium
atom.
3. A mixture of 30% silicon and 70% germanium is heated to 1100°C. If the material is in thermal
equilibrium, what is the concentration of silicon in the melt? At what temperature wilt the
entire charge melt? The sample temperature is raised to 1300°C, then slowly cooled back down
to 1100°C. What is the concentration of silicon in the solid?
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During the molecular beam epitaxial growth (MBE) of GaAs layers, there is a strong tendency

to form droplets of gallium on the surface of the wafer. These oval defects are a serious

problem for MBE fabrication. Avoiding them requires a large arsenic to gallium flux ratio.

Referring to the phase diagram, explain why thermodynamics would favor the formation of

these droplets.

A process technology that has gained a great deal of interest in the last few years is rapid

thermal annealing (see Chapter 6). The process allows wafers that have high concentrations of

dopant atoms in them to be heated to high temperatures very rapidly, minimizing dopant

diffusion. Explain the desirability of such a process based on the discussion of phase diagrams

and sotid solubility.

A silicon wafer that has 10'® cm™ of boron is found to have a neutral vacancy concentration of

2 % 10'° cm™ at some processing temperature and a singly ionized vacancy concentration of

10° cm 2 at the same temperature. Determine the temperature and the activation energy of the

charged vacancy with respect to the intrinsic level, E,.

Repeat Problem 6 if the wafer is doped with 2 X 10" cm™ of boron,

It is desired to form a denuded zone 10 wm thick using an 1100°C anneal. How long will the

anneal need to be? What will the oxygen concentration be in the denuded zone?

If the temperature gradient in Czochralski silicon is 160°Cfem, calculate the maximum pull rate.

Assuming that the melt is at a uniform temperature and loses no heat except to the boule and

that the boule is a perfect black body, set up the differential equations and boundary conditions

in two dimensions that one would need to solve 1o find T{r, ) in the boule.

A boule of single crystai siticon is putled from the melt in a Czochralski process. The silicon is

boron doped. After the boule is pulled, it is sliced into wafers. The wafer taken from the top of

the boule has a boron concentration of 3 X 10'*cm ™. What would you expect for doping

concentration of the wafer taken from the position corresponding to $0% of the initial charge

solidified?

A melt contains 0.1 atomic percent phosphorus in silicon. Assume the well mixed

approximation and calculate the dopant concentration when 10% of the crystal is pulled, when

50% of the crystal is pulled, and when 90% of the crystal is pulied.

A boule of silicon is pulled from a melt that contains 0.01% phosphorus (P) in the melt.

(a) What concentration of phosphorus (P) would you expect at the top of the boule {(x = 0)?

(b} If the boule is 1 m long and it has a uniform cross section, at what position (or x value)
would you expect the concentration of phosphorus to be twice as large as it is at the top?

{c) Now consider the meit to contain gallium as well. (Gallium is a p-type dopant for silicon,
bat it is not commonly used.) The concentration of gallium in the melt is such that at the
top of the boule (x = 0), the concentrations of gallium and phosphorus are exactly equal.
If the concentration of gailium half way down the boule (x = 0.5} is twice that of the
phosphorus, what is the segregation coefficient (k) for gailium?

‘Why does Bridgman growth tend to have higher impurity concentrations than LEC?

es
$. Mahajan and K. S. Hassha, Principles of Growth and Processing of Semiconductors,
McGraw-Hill, Boston, 1595,
Binary Alloy Phase Diagrams, 2nd ed., vol. 2, ASM Int., Materials Park, OH, 1990, p. 2001.
Binary Alloy Phase Diagrams, 2nd ed., vol. 1, ASM Int., Materials Park, OH, 1990, p. 283.
Ibid, p. 319.
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Part 11

Unit Processes :
Hot Processing
and lon Implantation

ntil now only the semiconductor substrate itself has been discussed. This section will begin

a discussion of unit processes. These are the individual process steps carried out in typical
fabrication technologies. A later section will discuss how these unit processes are put

together to form functional blocks (known as process modules) and ultimately, a technology. This
first section on unit processes will discuss those processes related to dopant introduction and move-
ment as well as the growth of thermal oxides. Since dopants are necessary for all types of devices,
they are some of the first processes developed for fabrication. For the

device to operate properly, the doped regions must have the right con-

The best way to Predict centrations and sizes. This section will therefore first discuss the
movement of dopant impurity atoms through diffusion. Early tech-

ﬂle_future is to nologies used gaseous or liquid vapor sources in high temperature
ovens to introduce the impurities into the wafer. As device size was
invent it.l reduced, however, ion implantation was developed to better control

the position and amount of impurity in the wafer. As standard implata-

tion and high temperature annealing steps have begun to prove inade-
quate, special methods have also been developed to minimize the redistribution of impurities through
diffusion. One of the most important of these is rapid thermal processing, which will be discussed in
Chapter 6. Chapter 4 will also cover the thermal oxidation of silicon. Unlike the other chapters,
only silicon oxidation will be discussed since this process is not used in compound semiconductor
technologies.

‘Alan Kay.



Chapter 3

Diffusion

Every semiconductor device relies on the ability to fabricate well controlled, locally doped regions
of the wafer. The chemical impurities must therefore first be introduced into some sections of the
wafer, they must be active so that they contribute the desired carrier, and they must be the concentra-
tion desired by the device designer. Frequently, concentration profiles will be described. As shown in
Figure 3.1, the impurity concentration or the carrier concentration is plotted on the vertical axis. The
depth into the wafer is plotted on the horizontal axis. Typically, the y variable will vary over many
orders of magnitude. For that reason, the concentration is normally given on a logarithmic scale.
Recall that the number density of silicon is 5 X 107 atoms/cmt’, so that typical impurity concentra-
tions (10'7 atomsfem® for active device regions are doped as lightly as a few parts per million.

After the impurities are introduced they may redistribute in the wafer. This may be intentional
or it may be a parasitic effect of some other thermal process. In either event, it must be controlled and
monitered. The motion of impurity atoms in the wafer occurs primarify by diffusion, the net move-
ment of a material that occurs near a concentration gradient as a result of random thermal motion. This
chapter witl introduce the differential equations that describe diffusion, solve the equation in closed
form for two sets of boundary conditions, describe the physics involved in the diffusion coefficient,
present models that describe the diffusion behavior of typical impurities in silicen and GaAs, and
introduce SUPREM, a program that calculates diffusion profiles under a wide variety of conditions.

3.1 Fick’s Diffusion Equation in One Dimension

Any material that is free to move will experience a net redistribution in response to a concentration
gradient. The movement will tend te reduce the size of the gradient. The source of this movement is
the random motion of the material. Since the high concentration region has more impurity atoms,
there is a net movement of impurities away from the concentration maximum. This is an effect not
limited to impurities in semiconductors by any means. The basic laws of diffusion introduced here
are used to describe heat transfer, the motion of electrons, gaseous impurities such as air pollution,
and even animal population statistics.
The basic equation that describes diffusion is Fick's first law:

_ _ 8010
D dx @1

0
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Figure 3.1 Typical concentration plot of impurities or
carriers as a function of depth into the wafer. Note that
these profiles are typically much less than 1% of the total
wafer thickness.
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Figure 3.2 A differential volume element in a bar of
cross-sectional area A. J; and J; are the flux of an impurity
into and out of the volume element.

where C is the impurity concentration, D is the coefficient of diffusion, and J is the net flux of mater-
jal. The units of J are number per unit time per unit area. The negative sign expresses the fact that
there is net movement in the direction of decreasing concentration.

While Fick’s first law accurately describes the diffusion process, in this application there is no
convenient way to measure the current density of the impurity. Unlike electrical current, the diffusing
material is usually poorly confined and not easily detected. Therefore, a second expression for Fick’s
law has been developed that describes the same concept, but with more readily measurable quan-
tities. In developing this expression it is easiest to start with a long bar of material with a uniform
cross section A {Figure 3.2). Consider a smalf volume of length dx, then

b _a

Ax o

3.2

where J, is the flux leaving the volume and J, is the flux entering the volume. If these two fluxes are
not the same, the concentration of the diffusing species in the volume must change. Recall that the
number of impurities in this volume element is just the product of the concentration and the differen-
tial volume element {A - dx). Then the continuity equation is expressed as

Adx

or

From Fick’s first law this can be written

oC _

T =AU - J) = -Adx
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Equation 3.4 is the most general representation of Fick's second law. If the diffusion coefficient is
assumed to be independent of position, this reduces to the simpler form

90z _ _FC D
=D (35
where the position variable has been changed to z to suggest that the direction into the wafer (depth)
is the one of primary interest. Finally, in three dimensions for an isotropic medium, Fick's second
law is expressed as
oC _ pye
T DviC {3.6)
One is left, then, with the sotution of a differential equation that is second order in position and
first order in time. This requires the knowledge of at least two independent boundary conditions. The
solution of the differential equation will be discussed later in the chapter. First we witl focus on the
application of Fick’s second law to the problem of diffusion in semiconductors and discuss the fac-
tors that determine the diffusion coefficient D.

3.2 Atomistic Models of Diffusion

This section will discuss the physical mechanisms that determine the diffusion coefficient D. The
argument begins by assuming that the crystal is isotropic. Without this approximation Fick’s second
law cannot be applied. Although it allows us to derive sofutions to Equation 3.6, it breaks down when
the concentration of the dopant is large. Then the diffusivity becomes a function of the doping con-
centration and therefore depth.

In a crystal, the lattice sites are represented as the minima of parabolic potential wells. Each
atomn is at rest only in the limit of ¢ K. At nonzero temperatures the atoms oscillate about their equi-
librium position. Now insert an impurity atom into this crystal. The atom may sit between lattice sites
in an interstitial position. Typically, atoms that do not bond readily with the matrix material are inter-
stitial impurities. These impurities diffuse rapidly, but they do not directly contribute to doping. A
second type of impurity is one that replaces the silicon atom on the lattice site. These substitutional
impurities will be the primary focus of the chapter. Table 3.1 lists a number of silicon impurities and
categorizes them into substitutional and interstitial.

Assume that the impurity atom in Figure 3.3A moves one lattice site te the right. By symmetry,
no net energy was expended. Yet, for a substitutional atom to move in the crystal, it must have suffi-
cient energy to surmount the potential well in which it rests. For the direct exchange shown in Figure
3.3A, at least six bonds must be broken for the hest atom and the impurity to exchange positions.
This is considerably casier, however, if the adjacent lattice site is occupied by a vacancy {Section
2 4). Then only three bonds must be broken. Vacancy exchange (Figure 3.3B} is therefore one of the
dominant diffusion mechanisms for substitutional impurities.

Table 3.1 Silicon impurities

Substitutional P, B. As, Al, Ga, Sb, Ge
Interstitial 0, Au, Fe, Cu, Ni, Zn, Mg

Impurities in silicon tend to reside primarily on lattice sites {substitutional impurities) or primarily in the spaces between the
lattice sites (interstitial impurities).
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Figure 3.3 Diffusion of an impurity atom by direct
exchange (A) and by vacancy exchange (B). The latter is
much mere likely due to the lower energy required.

Fair's vacancy mode! cant be used to successfully
describe the diffusion of many impurities in low and
moderate concentrations at temperatures below 1000°C.
It takes the simple picture from Figure 3.3B and adds
one additional detail: vacancy charge. Recall that each
atom in the silicon matrix must form a covalent bond
with its four nearest neighbors in order to fill its valence
shell. In the presence of a neutral vacancy, these four
atoms are left with an unsatisfied shell. If the vacancy
captures an electron, it satisfies one atom’s valence, but
becomes negatively charged. Similarly, an adjacent
atom can lose an electron, and the vacancy appears to
be positively charged.

Since vacancies are very dilute i a semicon-
ductor at typical processing conditions, each of the
possible charged states can be treated as independent
entities. The diffusion coefficient then becomes the
sum of all possible diffusion coefficients, weighted by
their probability of existence. if we assume that the
probability of charge capture is a constant, then the
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For heavily doped diffusions (C >> n} the
elecron or hole concentration is just the impu-
rity concentration. For low concentration diffusions
[C(z} << n] P = n = n,. For substrates with extess
free electrons, the positive charge terms in Equation
3.7 can be neglected and for substrates with excess free
holes the negative charge terms can be neglected. Fur-
thermore, the contributions of the third and fourth
power terms are typically very smail and are almost
universally neglected. If charged vacancies must be
considered, the electron or hole concentration, and
therefore the diffusivity, is a function of position. In
that case the simple form of Equation 3.5 cannot be
used. Instead Equation 3.4 must be solved numerically.

If very dilute impurity profiles are measured
before and after diffusion, a diffusion coefficient can
be determined. If this procedure is repeated for sev-
eral temperatures and the logarithm of the diffusivity
is plotted against reciprocal temperature in Kelvin, an
Arrhenius plot wifl result. The neutral vacancy diffu-

number of charged vacancies is propertional to the ratio [C(z)¢n ¥, where C(z) is the carrier concenira-
tion, #;is the intrinsic carrier concentration, and j is the order of the charge state. Then, the most gen-
eral expression for the total diffusion coefficient in the vacancy model is given by

D=D+iD+ H P [%]393— ¥ [;,-] D

P Y Y FaN
+5 DT+ [ﬁ] D** + [F] D+ [;] b an
The intrinsic carvier concentration for silicon can be fourd from {1}

nfcm™) = n, KM e 5 3.8)

where n, = 7.3 X 10" cm™? for silicon and n,, = 4.2 X 10'* cm™ for GaAs. The bandgap can be
determined by

_ aT(K)
E =Egz— B—“‘@ (39

where Eg, r, and 8 are 1.17 eV, 0.000473 eV-K, and 636 K for silicon and 1.52 eV, 0.000541 eV-K,
and 204 K for GaAs. The intrinsic carrier concentrations for silicon and GaAs are shown in Figure
3.4. In heavily doped siticon the bandgap is also reduced by the bandgap narrowing effect

niem ™)

- _ -10
AE, = —T1X 107 eV [=ram

{3.10}

Gaas as a function of temperature.

sivity is of the form
D° = Do ENT {3.11)

where EZ is the activation energy of the neutral vacancy, and DY is a nearly temperature-independent
term that depends on the vibrational frequency and geometry of the lattice. Table 3.2 summarizes the
activation energies and preexponentials for some common dopants. Notice that the activation ener-
gies of all of the neutral vacancies shown in Table 3.2 diffusivities fie between 3.39 and 3.66 eV.

“Table 3.2 Diffusion coefficients of common impuriies in sificon and gallium arsenide

Doners Acceptors
D; E7 o E; D, E, Dy E;
As in Si D 12.0 4.05 0.066 344
Pin Si D 44.0 4.37 44 4.0 39 3.66
Sbin Si D 15.0 4.08 .21 3.65
Bin Si A 0.037 346 04l 346
e AlinSi A 1.3% 341 2480 4.2
5 Gain Si A 0.37 339 28.5 392
S in GaAs D 0.019 26
Se in GaAs D 3000 4.16
BeinGaAs A Te -6 12
GainGaAas [ 0.1 32
AsinGaAs I 0.7 56

From Runyan and Bean [2] and references quoied therein. Donors are labeled with a “D,” acceptors with an “A.” and self-
interstitials with an “1” All preexponentials are in em?/sec and the activation energies are in electron volts.
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Example 3.1

Calculate the diffusivity of arsenic in silicon at 1000°C if the concentration of arsenic is
much less than the intrinsic carrier concentration and again if the arsenic concentration is 1 X
10¥ em™2. For T = 1273 K, 4T = 0.110 eV. Then

=34

2
Di = 0066;;0% =16X IU—ISC_I'U_

seC

According to Figure 3.4 and Table 3.1 the negative one vacancy must be considered for arsenic
diffusion. Then

~4.05
cm’®

= DI = —15 ML
D_= 126000 = 12 X 107% 5%

Recall from elementary semiconductor physics,

For Np << n, n = myand
2
= - —15 CII
D=D,+D.=28x 10"

Referring to Figure 3.4, at 1000°C, n; = 10 em™?, Then if Npis 1 X 10® em™, n =141 X
10" em™3, and

_ s, 141 % 10" -15 - -15 cm’
D—l.6X10]5+—10T—1.2X10'—3.3><1{) e

dIId
2409
PPV
dIIV

Figure 3.5 In interstitialcy diffusion an
interstitial silicon atom displaces a substitutional
impurity, driving it 1o an interstitial site where it
diffuses some distance before it refums to
substiniional site.

9 d .9 This is about an electron volt greater than the activation energy
) () of neutral vacancy creation. The additional energy represents
99 @ @ ihe effective barrier to the exchange shown in Figure 3.3B.
dIIP A second important mechanism for diffusion in silicon
relies on the presence of silicon self-interstitials. It is referred to
@ @ @ P as the interstitialcy method (Figure 3.5). In this case, an intersti-
tial silicon atom displaces the impurity, driving it into an inter-
stitial site. From there it moves rapidly to another lattice site,
where the silicon atom is removed and becomes an interstitial.
Interstitialcy is not believed to occur unless vacancy diffusion
does as well, Boron and phosphorus are two impurities that
. tend to diffuse by both mechanisms. Either may be dominant
depending on the process conditions. In principle, to find the effective diffusivity for these impurities
one must add the contributions from both methods.
Some impurities tend to diffuse rapidly through interstitial spaces. There are two mechanisms
by which these impurities may return to the lattice; they are summarized in Figure 3.6. In the
Frank—Turnbull method the interstitial impurity is captured by a vacancy. In the kick-cut mechanism
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=1 P > (= = = ] the impurity replaces a lattice atom. These two mechanisms are distinct
from the interstitialcy method in that they do not require the presence of
a aﬁ 9 > 9 . W scif-interstitials to drive the process. Impurities that tend to diffuse
- through this mechanism are characterized by a low interstitial solubility

PP IIIIII

PdIIIIIIV

Figure 3.6 The kick-out (left) and
Frank-Turnbuli mechanisms (right).

to substitutional solubility ratio.

3.3 Analytic Solutions of Fick’s Law

Returning to the assumption of a constant diffusivity, Fick’s second law
is a simple differential equation that can be solved subject to various
boundary conditions. In practice the dopant profiles that are of interest
are sufficiently complex, and the assumption that the coefficient of diffusion is constant is suffi-
ciently questionable that Equation 3.5 must be soived numerically. There are two sets of boundary
conditions however, for which exact solutions can be derived. These solutions can be used to develop
a basic understanding of diffusion processes and as rough approximations of actual profiles.

The first type of solution of Fick's law occurs when the source is fixed at the surface for all
times greater than zero. Called a predeposition diffusion, the boundary conditions {one for time and
two for position) are

Cz. =10
Ci0,n=0C, {3.123)
Cie, =0 '

The solution for these conditions is given by

Czf = C,efc[—=]. t>0 3.13
(z. O cc(z\/‘a)t {3.13}

In this equation, C, is the fixed surface concentration and erlc is a function known as the complimen-
tary error function. The complimentary error function is tabulated in Appendix V and in many math
handbooks for various values. /Dt is a common feature in the solution of diffusion problems and is
known as the characteristic diffusion length.

The dose of the predeposition diffusion varies with the time of the diffusion. To obtain the
dose, the profile can be integrated as

0s) = L 1) e

2 P
== 0,0 VD 3.14
v 0,0 VDt (314

This dose is measured in units of impurities per unit area, typically per cm®. Since the depth of the
profile is typically less than 1 pm (107 cm), a dese of 10" em™? will produce a large volume con-
centration {> 10" cm ™). Since the surface concentration is fixed for a predeposition diffusion, the
total dose increases as the square root of the time.

The second type of solution of Fick’s law is catled the drive in diffusion. In this case, an initial
amount of impurity Qris introduced into the wafer and diffused subject to the boundary condition
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that Qyis fixed. If the diffusion length is much larger than the width of.t%le initial profile, the initial
profile can be approximated as a delia function. Then the boundary conditions are
Ciz,0)=0, z#0
400, 9 _ 0
“ (3.15)
Cleo, =10
J C(z, idz = Qr = constant
4]
The solution to Fick’s second taw for these conditions is a Gaussian centered at z =
iz = o450 {3.16)
V wDt
The surface conceniration C,, decreases with time as
Or 1
C,=00,8= {317
©.5 N wDt
The reader can easily demonstrate that at x = 0, dCldx is zero for all ¢ # 0. Figure 3.7 shows a plot of
the predeposition and the drive in diffusions with Dt as a parameter. N
One classic type of problem that uses these two diffusions is a predeposu:lo.n-tjolkijwed py
a drive in. Recal! that one of the boundary conditions for the drive in was that the initial impurity
10 T T T 10’ T
10 . - -
E 102 —l g ﬂ
3 s
2 8 .0 Di=0.15 um
310 = gn
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Figure 3.7 Concentration as a function of depth for (A) predeposition and (B) drive in diffusions for several values of the
characteristic diffusion length.
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conceniration was zero everywhere except at the surface. In practice, the drive in is a good approxi-
mation as long as

V Dlprotep <<V Dgrine i {3.18)

Now assume that boron is diffusing in a silicon water that has a uniform concentration: of phos-
phorus, Cy. Also assume that C, >> Cg. Then, a depth will exist at which the concentration of boron
exactly equals that of the background concentration. Since boron is a p-type dopant and phosphorus

is an n-type dopant in silicon, a p-n junction will exist at this depth, which is called the junction
depth x;. If the diffusion is a drive in diffusion, one can show from Equation 3.16:

5= Japim| — 2 (3.19)

If the diffusion was a predeposition diffusion, from Equation 3.13,

x=2VDrerfc™! [%] (3.20)

5

3.4 Corrections to Simple Theory

Substitutional impurities are almost completely icnized at and above room temperature. For that rea-

son, if an electric field exists in the substrate, the total current will have both drift and diffusion com-
ponents. Recall Ohm's law:

= —ptC =p| -9 4

J= Ddz + nCE, D[ & +CkT%":| {3.21)
where . is the mobility, € is the electric fiefd, and the Einstein relationship between mobility and dif-
fusivity has been invoked. If we assume that the carrier concentration is completely determined by
the doping profile, the field can be calculated directly. In a semiconductor the electric field is given by

M LdC
€= g Cdz ®22)

where 1 is a screening factor that varies from 0 to 1. Inserting the result into Equation 3.21,
7=-pa+ i {3.23)

For high concentration doping (Cyig = m;, Cyp) the profile’s own electric field will enhance
the movement of the impurity. This equation is identical 1o Fick’s first law, except that the diffusivity
is multiplied by a field enhancement term (1 + n). Furthermore, the diffusion of an impurity may be
affected by the presence of other impurities through electric field effects. .

By comparing inert, oxidizing, and nitridizing dopant diffusion experiments, some light has
been shed on the processes by which various impurities diffuse [3]. The diffusivity of impurities in a
semiconductor depends on the concentration of vacancies. When a semiconductor is oxidized, a high
concentration of excess interstitials are generated near the oxide/semiconductor interface [4, 5]. The
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excess concentration decays with depth due to vacancy interstitial recombination. Near the surface
these interstitials increase the diffusivity for boron and phosphorus. It is believed, therefore, that
these impurities diffuse primarily by the interstitialcy process. Arsenic diffusivity is found to
decrease under oxidizing conditions. An excess interstitial concentration is expected to depress the
local vacancy concentration. Arsenic is therefore believed to diffuse primarily via the vacancy mech-
anism, at least when in oxidizing conditions. Experiments can also be done during thermal nitridiza-
tion. Although this process is rarely done in practice, it injects a high concentration of vacancies into
the substrate. These results have confirmed the conclusions of the earlier results by showing the
opposite trends of oxidation.

To be able to predict a dopant profile after a diffusion in an oxidizing ambient, we need to find
the diffusivity under these conditions. Note that, as with high concentration diffusion, the diffusivity
is now a function of position. Strictly speaking, therefore, Equation 3.5 is no longer valid. To first
order, however, dD/dz is small compared to dCidz and can be ignored. Since the concentration of
excess interstitials depends on the oxidation and secombination rates, the diffusivity must be a func-
tion of the oxidation rate. 1t has been shown that for diffusion under oxidizing conditions,

D=D;+ AD {3.24)
where [6]
dt,.1"
AD = a[?d?] {3.25)

is the diffusivity enhancement or retardation due to oxidation. The exponent n has been found experi-
mentally to be between 0.3 and 0.6. The term & may be positive (for oxidation enhanced diffusion} or
negative {for oxidation retarded diffusion).

Thus far only diffusion in one dimension has been discussed. Tt is assamed that the dopant con-
centration is uniform across the wafer and therefore no net diffusion occurs laterally. This is not true
near the edge of diffused patterns such as occurs under the gate of a MOSFET when diffusing the
source and drain. Diffusion will occur both vertically and lateraily (i.e., under the gate). The lateral
diffusion is generally assumed to proceed uniformly. This leads to an effective depletion of dopant
near the edge of the feature, which reduces the junction depth. Experimental verification of iateral
diffused profiles is extremely difficult since dilute concentrations must be detected in very small vol-
umes. For that reason detailed models of latera! diffusion are less well developed.

3.5 Diffusion Coefficients for Common Dopants

It this section the vacancy and interstitialcy models of diffusion will be applied to describe the diffu-
sion coefficients that are appropriate for each of the commonly used impurities. The diffusivity of
boron in silicon has been measured over a wide range of concentrations and temperatures [7]. Refer-
ring to Fair’s vacancy model the data can be fit with the intrinsic diffusivity and only the first positive
vacancy term up to concentrations of 10%° cm™*, Above this concentration not 21l of the boron can be
accommedated into the lattice and must reside on interstitial sites or in cluster precipitates. The diffu-
sivity of boron in this concentration range is found to be sharply reduced [8]. Figure 3.8 shows a typ-
ical diffused high concentration boron profile.

Axsenic diffuses in silicon via neutral and single negatively charged vacancies. The diffusivity
of arsenic in silicon is relatively low so that arsenic is often chosen as the n-type dopant when min-
imal dopant redistribution is desired. Typical examples are the source/drain diffusion of submicron

Concentration
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Figure _3.8 Typical profile for a high concentration
boron diffusion.
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ng@ 3:9 Typical profile for a high concentration
arsenic diffusion.

NMOS transistors and the emitter of i i '
L many bipolar transistors. At low and medium i
P I3 g . 3 : con
diffuswny‘]s well described by simple intrinsic diffusion. contrtions the
At high concentrations field enhancement is also evident. As a result
~nn
D,.\s =2 ﬁ! (DE)AS {326}
The efiect o_f this enhancement is te produce a very steep profile (Figure 3.9).
hat ‘rsenilc al.so tends to forfn u.'ﬂerstil:ial clusters at concentrations in excess of 10™ atoms/cm?
mﬁ:l'csm]l) el a?ctncal_ thermal activation. This effect alsc tends to flatten the top of high concentration
profiles. During a h}gh tempel:ature anneal the cluster concentration moves toward a thermal equilib-
rium with substitutional arsenic. The maximum carrier concentration is given by .
Cran = 1.9 X 1022 cm™3 045347

(3.27)
The relative concentrations are therefore d i
e : etermined by the anneal temperature. Th
believed to be mobile. Instead, the arsenic atoms move individually. 7 - The clusters are not
lmr;l;{:il:iﬁstd:ffuls]es( rnuc]]: }more rapidly than arsenic. Its application to VLSI technology is
o wells (or tubs) and isolaticen, although its higher diffusivity i i i
the peak electric field in MOS transistors (s ; s o ot comem®
| ee Chapter 16). For completeness how hi
tration phosphorus profiles will be described. Fi i o
i . Figure 3.10 shows a high concentrati h i
fusion. The profile consists of three regions: i o e o o o
. gions: the high concentration region, the low concentrati
. caf " . N tio
'?Eéo;j,ffa;cilvti]:; i_:ra:i;}uon or kmll)( lreglon [9]. Near the surface the concentration is nearly conslanII
in this region is believed to have two components: D;; the normal ,
: e 4 Dy phosphorus at
m?l[]]:rgl vacancy e:l(changc, and D7, which corresponds to positively charged phc:lsphorusp ions pai;)c:i]
with double negatively charged vacancies to form single negatively charged pairs (PV)™:

J)Ph=,z)-+.'3.2-i2
i+ D | {3:28)
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Near the kink region the electron conceniration falls
sharply. Most of the jon vacancy pairs dissociate, and the
diffusion of unpaired phosphorus jons continues into the
substrate. The dissociation of the (PV)™ pairs causes an
excess vacancy conceniration, which also increases the
diffusivity in the tail region. It has been shown that
the diffusivity in the tail region is given by .

Dy = Dy + D & [1 + exp[%‘iiﬂ (3.29)
nn,
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where C, is the surface concentration, and n, is the elec-
tron concentration in the transition region

n, = 4.65 % 10% cm”? exp[—ﬂ'—ag] {3.30)

10%® 1 I i
1
kT

&
g
&

GaAs must be heavily doped for certain optoelec-
tronic devices and for forming ohmic contacts. Uninten-
tional dopant redistribution in GaAs, however, tends 10
be a less severe problem than in sificon, since processing
of GaAs normally is done at lower temperatures than silicon. Diffusion in GaAs is significantly more
complicated than in silicon. It depends not only on the charge state of the vacancy and interstitial, but
whether it is a gallium vacancy (Vg,) or an arsenic vacancy (V,,). The intrinsic diffusion coefficients
for several common GaAs dopants are given in Table 3.1. This section wilt present the diffusion
mechanisms of two of the primary GaAs dopants: zinc and silicon.

Zinc is a commonly used p-type dopant in GaAs technology. Figure 3.11 shows a series of pre-
deposition diffusions of zinc into GaAs at 600°C for various times [10]. The diffusions show a broad,
flat platean and a sharp exponential tail. The plateau is limited by the solid solubility. An early model
for the diffusion of zinc developed by Weisberg {1 1] has two components. The first is the standard
vacancy method of Fair as described eartier in this chapter. The second, which proceeds much faster,
is the Frank-Tumbull or substitutional interstitial (ST} process (Figure 3.6). In this process, zing
atoms exist in two forms: a small concentration of positively charged interstitial jons Zn™, which dif-
fuses rapidly, and a substitutional ion Zn~ that diffuses much more slowly by neutral vacancy
exchange. While muitiple positive states may participate in the interstitial diffusion, it is believed to
be dominated by the singly charged ion.

In this model the Zn* diffuses rapidly until it encounters a Vg, It becomes trapped at this loca-
tion, gives up two holes, and becomes Zn~, which markedly reduces its diffusivity. At high concen-
trations this process results it a concentration dependent diffusivity of the form

Figure 3.10 Typical profile for a high concentration
phosphorus diffusion.

Dy, = AC (331)

where C.is the concentration of substitutional zinc and A is a constant [12]. Thus the diffusion coeffi-
cient remains large until the concentration begins to drop. At this point, the diffusivity also drops,
further sharpening the profile edge.

This model fails to describe a kink behavior often seen in the tail of the zinc profite. Kahen 113]
modified the mode! to include the possibility of multiple charge states associated with the gallium
vacancy. The author also included the possibility of the formation of a paired state between the
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Figure 3.11 Predeposition diffusions of zinc into GaAs at
690°C for 5, 20, and 80 min {afier Field and Ghandi, used
with permission, Elecrrochemical Sociery).

e

F_igurg 3.1_2 Comparison of the multiple charge model for
zinc diffusion and experimental results (after Kakien, used
with permission, Materinls Research Society).

sul‘Jstituiional negatively charged zinc ion and the interstitial positively charged zinc ion. The mech-
agism greatly reduces the diffusivity of the zinc. The model closety follows the kink behavior over a
wide range of process conditions (see Figure 3.12).

One of _lhe most common n-type dopants in GaAs is silicon (8i). Silicon is a group 1V element
a:nd may be either a p-type or an n-type dopant, depending on the lattice site that it occupies. The car-
rier concentration then is the difference between the concentrations of silicen that reside on the two
types of lattice sites. When this difference is small compared to the individual components, the semi-
canduc.tor is said to be highly compensated. At high concentrations the diffusivity of silicon is con-
o‘:cntra-non dependent [14, 15]. Greiner and Gibbons [14] proposed an Sig,—Si,, pair diffusion model
in }V!nch a pair of impurities on adjacent (opposite type) lattice sites exchanges position with a pair of
adjacent vacancies. This is believed to eccur in a two step process. In this type of process the semi-
n-:onciucmr can be highly compensated since the dopant atoms occupy both sites. The diffusivity then
increases linearly with the dopant concentration.

The pair diffusion model has not been able to explain the diffusion results observed under rapid
thermal annealing conditions (see Chapter 6). Furthermore, the model has been unable to reproduce
Fhe effects of substrate doping on the diffused profile. A more complete steady state model that takes
into account ch-arge effect, has recently been proposed by Yu et al. [16]. In this model, Sig,- diffuses
b?r exchange with an uncharged or triply negatively charged gallium vacancy. The diffusion mecha-
nism of the Si,,- atom is unknown but is assumed to be independent of the gallium atom. Coupled
pairs of Sig,—Siy, are assumed to be immobile. Kahen et al. [17] have applied an Sig, ¥V g,- model
to fit experimental data, also with good results, although background doping was not considered.
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Figure 3.13 Diffusion of silicon in GaAs (affer Kahen et al., used with permission, Materials Research Society}.

Figure 3.13 shows their results. In agreement with this model, Suflandi and Matsumoto sl?owed thalat
the diffusivity of silicon decreases sharply in Ga-rich LEC material where the concentration of gal-
lium vacancies is expected to be low [18].

8.6 Analysis of Diffused Profiles

Once an impurity has diffused, it is desirable to be able to measure Lhe impurity concentration as r;
function of depth and position. There are many techniques for obmlnlng depth proﬁle:s, but lateth
profiles are much more difficult to obtain. The simplest technique :jor obtaining information aboqt le
profile is to measure its sheet resistance. Instead of a concentration profile however, only a single
number

R, = [¢JMOCD 2] 3.32)
is obtained, where C,{z) is the carrier concentration and p(C) is the cfoncentrati.on-de-penden]t‘:ﬂn:bﬂ;
ity. R, is called the sheet resistance. As discussed in Chapter 1, it is quoted in um_\s ofh o} ;;:S
square ({1/o). Sheet resistance measurements are quick and easy to perform .and give the proc
engineer useful information, particularly if a standard or target sheet resistance is -lcnown. ]
The sheet resistance can be measured in a variety of ways. The SImple§t is the use of a four
peint probe (Figure 3.14A). Four point probes are available in several geometries; the mc.Jst conunr(:l
is collinear. In this case, current is passed between the two oulter probes _and the voltage is rneasuﬂ1
across the inner pair. The sheet resistance is found by measuring the ratio of the voltage drop to ];:;
forced current. The result is multiplied by a geometric correction faqor t.hat depends on the f_ro
geometry and the atio of the probe spacing to the !hickne.ss nf'the diffusion [19, 20]_, For col tr;e;u‘
probes, where the probe spacing is much larger than the ]uncn01:| depli?, the factor is 4.5325 l[ : ]
For this method to be useful in characterizing diffused profiles in semiconductors, the underlying
subsirate must be insulating or must be of much bigher resistivity than the layer to be measured, or
the layer to be measured must form a reverse biased diode with the substrate. In the latter case, very
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Figurg 3.14 The four point probe (A} and Van der Panw (B) methods for determining the
resistivity of a sample.

shallow junctions can be penetrated with the probe if excessive force is used. Furthermore, the sheet
resistance measurement will include the effect of the depleted region near the junction.

A second technique for measuring the sheet resistance is the Van der Pauw methed [22). The
measurement is again done by contacting the edge of a sample in four places. A current is forced
between one pair of adjacent contacts and the veltage is measured across the other pair (Figure
3.14B). To improve the accuracy, the probe connections are rotated 90° an
repeated three times. Then the average resistance is calculated:

R=1[ﬁ+ﬁ+5+vﬂ}

d the measurement

4| by Iy 1 E {3.33)
and
- T
R = np FOR 3.3

where F{() is a comrection factor that depends on the probe geometry. For a sguare, F{(% = 1. In this
technique, one must be careful to correctiy measure the geometry. If a square sample is assumed, the
contacts must be made on the sides of the sample [23]. This can be done by breaking off a piece of
the wafer in the shape of a square and making ohmic contacts; however, it is more commonly done
by photolithographically patterning a Van der Pauw structure using oxide or junction isolation to
restrict the diffusion geometry.

The sheet carrier concentration can also be combined with z measurement of the junction depth
to provide a more complete description of the diffused profile. This is typically accomplished by
beveling the wafer (see spreading resistance measurements) or by mechanically abrading a groove of
known diameter in the surface of the wafer. The wafer is then immersed in a stain solution (Figure
3.15). The etch rate of the solution depends on the carrier type and concentration. P-type silicon
etched in a 1:3:10 mixture of hydrofiuoric acid (HF), nitri¢ acid (HNO,), and acetic acid (C,H,0,)
will turn dark. A stain used for GaAs is a 1:1: 10 mixture of HF, hydrogen peroxide {H,0,), and
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Grinding wheel

Groove wafer

After selective etch

Figure 3.15  In junction stzining, a cylinder is used
io groove the wafer. A deping sensitive_etch then
!femov% part of the top layer. The junction depth can
e found from the known diameter of the cylinder and
ihe measured width of the lower abraded groove.

water. In this case, the sample must be exposed to a bright
light. The width of the stained region is measured after
staining using an optical microscope with calibrated eye-
pieces. The junction depth can be detemlinsd. @m the
known geometry of the bevel or groove. Limltahons_ of
accuracy and reproducibility prevent staining from bem‘g
useful for junctions less than 1 pm deep. As a result, this
method is much less popular than it once was.

A limitation of sheet resistance methods is that some
knowledge of mobility is required 1o obtain even an inte-
grated carrier concentration, The Hall effect (Figure 3.16)
can be used to directly measure the integrated carrier concen-
tration. In this measnrement, a current flow in the diffused
layer is also subjected 10 a magnetic field that is perpendia-;-
lar to the flow. If one assumes that only holes are present n
the diffusion, there wilk be a Lorentz force on each hole

F = qnB {3.35)

Holes will be deflected by this force until the component of
the field perpendicular to both the current fiow and the field
is large encugh to equal the Lorentz force:

€, = v,B, (3.36)

The establishment of this electric field is known as the Hall effect, and the resultant voltage is the

Hall voltage,

V.= uBw @37
where w is the width of the diffusion. The drift velocity of the hole can be related to the current by
b= @38)
gwx,C,
where
c=1 j ' Cdx {3.39)
e Ij o
Solving for the integrated carrier concentration,
. g —_ f ﬁ
=3O == (3.40}
L C,dx = xC, v

This result can also be used to find the average Hall mobility of the
sample if the four contacts are also used for a Van der Pauw measurement.

Figure 3.16 The Hall effect is able
to simulianeously measure the carrier
type, mobility, and sheet

concentration.

Then the average Hall mobility is given by

p=—ai 341)
g CR,
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For a diffused profile, this average mobility is of little interest; however, the Hall mobility is an often-
quoted figure of merit for the quality of an epitaxial layer with a nominally uniformeconcentration.

All of the preceding techniques have a serious limitation: They provide information only about
the integral of the profile. Several methods can be used to measuse the carrier concentration as a
function of depth. The first uses the capacitance—voltage characteristic of a diode (pn junction or
Schottky) or an MOS capacitor. Although the MOS technique is widely used, it is more difficult to
derive and requires a low interface state density at the Si/Si0, interface to be reliable. The diode
method will be assumed here, but the techniques are very similar.

Assume that the structure can be described in the depletion approximation. For a one-sided step
junction or a Schottky contact the depletion width is given by

_ eVt V)
v qN sub (3"2!

where & is the dielectric constant of the semiconductor, V), is the built in voltage of the diode, My, is

the substrate doping concentration, and V is the extemnally applied voltage. The capacitance of the
dicde is

_Ae [ A'geNy,
C=w=\avrvy {343
Differentiating with respect to voltage and sclving for the impurity concentration,

Nwh(z) =

8V + v, [dC(z)]2 a4

Alge av

To measure the substrate doping then, one needs to measure the capacitance in depletion as a func-
tion of the applied voltage and find the first derivative. The doping concentration as a function of
voltage for each data point can be determined using Equation 3.45, and the depth corresponding to
that point may be found using Equaticn 3.43.

The C-V method has several significant limitations. The first is that impurity concentrations
in siticon above 1 X 10" cm™? cannot be measured. At these concentrations, the semiconductor
becomes degenerate and acts more like a metal than a semiconductor. The second is that the deple-
tion edges are not abrupt. Instead, they are graded over a few Debye lengths, where

= [T
LD N qzcsnb {3.45]

Consequently, abrupt doping profiles are not well described by their carrier profiles. Finally the C-V
technique can profile only to the depth corresponding to breakdown voltage in Schottky diodes or
inversion in MOS capacitors. N
Several quantitative 2-D dopaat profiling techniques are being developed including nanospread-
ing resistance and advanced dopant-sensitive etch systems. Perhaps the most promising is Scanning
Capacitance Microscopy (SCM) [24]. The SCM technique uses an atomic force microscope to scan 2
conducting tip over a sample. Typically the sample is cleaved and measured edge on. The conductive

.
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Figure 3.7 Typical spreading resistance profile showing measured carrier concentration as a
function of depth {used with permission, Solecon Labs).

tip is used to measure the capacitance in inversion. This can be readily converu_ad to_doganl concenj:ra—
tion under the tip. Typical capacitances are less than | pF {25]. Although calibration 15 challenging,
titative agreement is possible. ‘

emen;clhmeq::; approaci o elecuic?aﬁy profiling the carrier cnncent}'ation, called spreading res»tsmnce
profilometry, uses the dependence of the current crowding near a point contact on the lm?al carrier cr;:c—l
centration. Figure 3.17 shows a typical spreading resistance measurement. The‘sample is first beve "
at a shallow angle by grinding and lapping. It is mounted in a chuck'and a pair of probes are place

in contact with the surface with a predetermined force. Thin asperities of the probe are believed to
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penetrate the semiconductor surface to a depth of order tens of angstroms. The current is crowded into
the asperity, leading to a finite resistance between the probes. If this resistance is compared to a
calibration standard of known concentration, methods have been developed {26] to deconvalute the
resistivity to give carrier profiles. The technique can be used to measure profiles ranging from 10 to
0P em™.

There are three primary limitations to spreading resistance measurements. The measurement
depends critically on the reproducibility of the point contact. The probe tips must be carefully condi-
tioned [27] and calibration standards run often. The measurement accuracy therefore depends on the
level of experience of the operator. Commercial laboratories claim an accuracy of a factor of two
over most ranges of doping. The second limitation of spreading resistance measurements is near sur-
face measurement. It is difficult to accurately produce a very flat shallow angle (<0.5°). Furthermore,
it is often a matter of judgment as to where the surface begins unless there is an insulator on the sur-
face. Measuremenis below 500 A are not generally regarded as reliable. The final limitation to
spreading resistance measurements is the materials to which it can be apptied. The sample is assumed
to be similar (i.e., having thé same dependence of mobility on doping} to the calibration standards.
This is not always the case, particularly for compound semiconductors. Furthermore, GaAs under-
goes significant band bending rear the surface. As a result, spreading resistance is not generally done
i this system.

Various approaches to electrochemical profiling have also been established [28]. These involve
electrochemically etching the wafer, measuring the capacitance and/or resistivity, and then repeating
the process. By measuring the change in the capacitance or the conductivity as a function of etch
time, a profile of the carrier concentration can be obtained. These methods are used widely for III-V
electrical depth profiling.

A variety of techniques exist to measure chemical concentrations in thin films. To be useful in
evaluating diffused impurities in semiconductors, however, the technique must be sensitive to con-
centrations of at least 1 ppm and ideally 1 ppb. This requirement leaves only one popular approach:
Secondary fon Mass Spectroscopy (SIMS).

Figure 3.18 shows a typical SIMS arrangement. The sample to be tested is loaded into the
instrument and the system is pumped to ultrahigh vacunm (usually about 1 X 107? torr). The sample
is then exposed to a beam of jons with an energy of

Amplifier

between | and 5 keV. The energetic ions strike the
surface of the sample where they destroy the crystal
lattice and eject material through a process known as
sputtering. (The use of sputtering as a thin film deposi-
tion process will be discussed in Chapter 12.} A frac-
tion of the ejected material is ionized, collected, and
Wafer accelerated toward a mass spectrometer. Either nega-
tive or positive ions can be collected. The instrument
can be run in a static mode with a slow sputter rate to
survey the elements in the layer. The sputter rate can
also be increased and the concentration of several
impurities can be measured as a function of depth.

Secondary

W
Accelerating
grid

Figure 3.18 A typical SIMS arrangement. The sample is
bombarded by high-energy ions. The sputtered material is
mass analyzed to determine the composition of the substrate.

If the sputter rate for the substrate is known for
the incident ion and ion energy, or if it can be meas-
ured after the sputter is complete, this raw data of
counts versus sputter time can be transformed into
counts versus depth. Frequently this is done by

High vazuum chamber
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measuring the depth of the sputiered crater after the SIMS data have been collected. Converting the
counts data into chemical species concentrations is much more difficult. The sputtering yield, the col-
lection efficiency, the ionization efficiency, and the detector sensitivity are only approximately known
and vary from day to day and run to run. The current best practice for reducing SIMS data is to run a
calibration sample for each impurity immediately before and/or after the sample being measured.
Implanted samples (see Chapter 5) are often used, since both the concentration and depth of the pro-
file are well known. Even with this procedure, SIMS accuracy is at the very best about a factor of two.

SIMS sensitivities vary widely according to the instrument and the technique being used. Early
SIMS systems used Ar* beams. These beams have low ionization efficiencies for most impurities of
interest for microelectronics applications. Reactive beams such as cesium and oxygen can produce
sensitivities that are several orders of magnitude better. Furthermore, conditions used to optimize
positive ion production generally will not be sensitive to impurities that tend to form negative ions.
To obtain a complete inventory of the impurities present, at least two runs must be made. Under opti-
mum conditions the sensitivities that can be expected from commercial laboratories are listed in
Table 3.3.

Two problems with SIMS analysis are the time and cost of such a profile. The sample must be
pumped to high vacuum. Since the sample must be sputtered away during the analysis, the data col-
lection is limited by the erosion rate. Samples thicker than i am may take 4 to 8 hr to profile. Abrupt
interfaces are also difficult to measure, particularly if they are buried. The sample erosion does not
oceur one atomic layer at a time; instead, the sample becomes progressively less planar. Combined
with “knock on,” the tendency of the incident ions to redistribute the impurities, the analysis of sharp
concentration profiles can be significantly comprised. SIMS is nevertheless, a powerful and widely
used tool.

Rutherford Backscattering (RBS) is shown in Figure 3.19. In this technigue, helium ions with
energies in excess of 1 MeV are incident on the sample at near normal incidence. At these energies
the ions penetrate deeply into the sample. Any impurities will backscatter the jons with a characteris-
tic energy that depends on the mass of the impurity and its depth into the crystal. The backscattered
helium jons are collected and the energy analyzed. The raw data from an RBS system consist of
counts versus energy. The backscattered signal from an impurity atom must be larger than the signal
from the host material atom in order for RBS to have reasonable sensitivity. Since the backscatter
probability increases with the square of the mass of the target atom, the technique is limited to high
mass impurities such as arsenic and antimony in silicon. Because the technique dees not tequire a

’l’ahlg 3.3 Typical commerciatly avaifable SIMS detection limits In single-crystal semiconductor samples

Imparity Beam Type Detection Limit

Boron in silicon 0, + 13 % 16" cm™
Arsenic in silicon Cs - 5% 10" em™
Phosphorus in silicon Cs - 1% 10% cm™?
Oxygen in silicon Cs - 1% 10" em™
Carbon in silicon Cs - 1 X 10% cm™®
Silicon in GaAs Cs - 1% 18% em™
Magnesium in GaAs o, + 1% 10" em™
Beryllium in GaAs 0, + 5% 10" cm™?
Oxygen in GaAs Cs - 1% 10" em™
Carbon in GaAs Cs - 5% 10% cm™

Data courtesy Mr. Charles McGee, Charies Evans and Associates.
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sputter erosion of the sample to be measured, RBS ‘is
quick and nondestmuctive. its sensitivity is many orders
of magnitude less than SIMS, however.

3.7 Diffusion in Si0,

In early fabrication technologies, silicon dioxide was
frequently used as a mask for ion implantation. In cur-
rent technologies, silicon dioxide (Si0,) is usually
used for its insulating properties. Although the pres-
ence of even moderate amounts of silicon dopant
impurities in Si0; has little effect on the film’s electri-
cal properties, often the oxide must also serve as a bar-

Amplifier

-

High vacuum chamber e 1o impurity diffuston. One of the most dramatic

examples of this application is the use of Si0, as the

Figure 3.19 In Rutherford backscattering, the energy of
the backscattered helizm ions can be used to determine the
depth profile of the chemical composition of the wafer.

gate dielectric of a MOSFET. The polysilicon nor-
mally used as the gate electrode in this device is doped

to a concentration of greater than 10%' em ™ with phos-
phorus to minimize the series resistance. Directly
beneath the gate oxide is the channel that is typically more lighily doped by a factor of 10*. The gate
oxide thickness in deep submicron devices is typically much less than 100 A. Any minute leakage of
the gate electrode dopant into the channel would shift the device threshold and make the IC inopera-
tive. This is one of the motivations for developing nitrided oxides, which have lower diffusion con-
stants than pure Si0;. :

The diffusion mechanisms of impurities in SiQ, have received far less study than comparable
diffusion coefficients in silicon. The classic reference is Ghezzo and Brown [29], who summarized
a variety of earlier references that are primarily from the 1960s. There was litile agreernent in the
literature, particularly for values of D, Representative values from their summary are presented in
Table 3.4.

In a more recent paper, Wada and Antoniadis [30] found that arsenic diffusivity in 8i0,
depends on the anneal ambient. In nitregen the diffusivity was higher than in oxygen, with an acti-
vation energy of 3.7 eV, compared to 4.7 ¢V for O,. In spite of the significant energy difference, the
measured diffusion coefficients were nearly identical at 1200°C (4 x 107" cm¥sec). At 1000°C the
diffusion coefficients were found to be 8 X 1077 cm¥sec in oxygen and 1.5 X 107" em¥sec in
nitrogen. At concentrations above 5 X 10% cm ™, arsenic was found to be immobile. Later work con-
firmed the diffusivities and the existence of the immobile high concentration phase [31], although its
onset was found 1o be below 10% em ™.

Table 3.4 Diffusivity of various impurities in Si0,

Element B, {cm¥sec) E,{eV} C,(em™) Source
Boron 3x 107! 353 <3 x 1™ Borosilicate
Phosphorus 0.19 4.03 8 X 107 to § x 107 Phosphosilicate
Arsenic 250 490 1to6 x 10" Arsenosilicate
Antimony 1.31 % 10' 8.75 5% 10° Sb,05 vapor

Drala for boron and phosphorus from Ghezzo and Brown [29].
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Antimony diffusion in SiO, was recently studied by van Ommen [32] using ion implantation.
He found that the diffusivity of Sk in N, or dry O, ambients could be described by

DS‘b =37 X iﬂ_ll (cm?-‘fsec)e—iﬂ'le\’.fﬂ' (‘3_46}
and when diffusing in a wet oxygen (O, and H;0) ambient, by
Dy, =12X 1077 (cm¥fsec)e % VKT 3.4)

The topic of boron diffusion in Si0; has received a great deaf of interest lately due to the prob-
lem of boron diffusion from heavily doped p-type polycrystalline gate electrodes to the channe! of
PMOS devices. Not only does this change the threshold voltage, it degrades oxide reliability and
increases susceptibility to device instabilities {33]. Boron is believed to diffuse substitutionally for
silicon atoms [34]. Considerable work has gone into investigating the effect of Si0, impurities on
boron diffusion. Nitrogen occludes diffusion pathways reducing the diffusivity, primarily by increas-
ing the diffusion activation energy [35]. As a result inost gate oxides used in dee? s&{bmi_cron FETS
incorporates some nitrogen. Hydrogen, on the other hand, increases boron diffusivity in $i0,.

3.8 Diffusion Systems

n most modern devices feature sizes are small, ofien less than 1 pm. Most doping is now done by
ion implantation rather than predeposition: diffusion. When very heavily doped layers are required,
however, diffusion tubes are sometimes used to introduce the desired dopant. These furnaces are
identical to oxidation tubes, except that a controlled flow of an inert gas such as N; or Ar is used
rather than O,. (See Section 4.9 for a detailed description of these systems.) There are two methods
used to heavily dope layers in funace tube: solid source and liquid source doping. o

Most liquid sousce dopants are applied through a vapor transport method. As shown in Figure
3.20, a sealed container of the liguid is immersed in a constant temperature bath 1o produce a known
vapor pressure of the dopant above the surface of the liquid. A metered fow of an inel:t gas, usuall.)r
nitrogen, is injected into the bubbler, and the resultant mixture of N, and dopant containmg vapor 15
carried 1o the furnace. The partial pressure of dopant in
the ambient of the furnace is controlled by the tempera-
ture of the bath, the pressure of the gas above the liquid,
and the ratio of the flow through the bubbler to the sum of
alf other fiows into the furnace. A bypass configuration is
also typically employed to allow the fiow of vapor from
the bubbler to be precisely switched on and off to provide
more control over the doping time. Usually an oxygen
source must also be supplied to react with the incoming
dopant gas.

The most common boron source is BBr;, which has
a boiling peint of 90°C. Tt is believed that the reactions
that occur in the furnace include dissociation

2BBr; — 2B + 3Br, {3.48)
Figure 3.20 A typical bubbler arrangement for doping  and an oxidation
a silicon wafer using a POCI source. The gas flow is set
using mass fiow controllers (MFC}. 4B + 30, — 2B;0; {3.49}
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The oxide is transported to the wafer surface where it oxidizes the surface to release free boron:
2B,;0; + 38i — 4B + 35i0; {3.50)

The concentration of BBr; in the furnace must be carefully controlled, even though the surface
concentration of boren will be fixed by its solid solubility in silicon at the diffusion temperature. If
the BBr; concentration is too high with respect to the O, concentration, involatile silicon boride com-
pounds will form at the surface. These compounds lead to nonuniform doping and may be difficult to
remove. This can lead to contact resistance problems in the device. Liquid source phospherus doping
is normally done using a bubbler of POCI,, which has a boiling point of 107°C. The reaction pro-
ceeds in a manner similar to that of BBry. The oxide that forms is P,Os. This oxide dissociates at the
surface of the wafer releasing P and forming Si0,.

Liquid sources have several disadvantages. They are often highly corrosive. Bubblers must be
pressurized and have been known to explode. Because the vapor pressure above the liquid increases
exponentially with temperature, the process is sensitive to small bubbler temperature changes. Fur-
thermote, there is a significant danger of forming insoluble silicon compounds at the surface of the
wafer that are invisible, but are extremely undesirable.

The dopant species can alsc be introduced through the use of solid sources. These discs are
about the same size as the wafer and are loaded in alternate slots in furnace boats. For diffusing
p-type layers in silicon boron nitride (BN), discs are commonly used. When oxidized at 750-1100°C,
a thin fitm of B,O, forms at the surface. In the presence of H,, the volatile compound HBO, forms
and diffuses to the surface of the wafer where a borosilicate glass is formed. This glass serves as the
boren source for diffusion into the substrate. The surface concentration is typically solid solubility
limited.

Both arsenic and phosphorus solid source discs can be used as n-type dopants for silicon. Phos-
phorus containing discs come in the form of hot pressed ammonium monophosphate (NH,H,PO,) or
ammonium diphosphate [(NH,),H,PO,] in inert ceramic binders. For a more shallow profile, arsenic
sources containing aluminum arsenate (AlAsO,) are also available. The arsenic is transported to the
wafer surface as As,0,. For both arsenic and phosphorus solid source diffusion, care must be taken to
avoid forming an undoped thermal oxide on the surface of the wafer prior to doping. The presence of
such a layer can block the diffusion of the dopants into the substrate.

3.9 SUPREM Simulations of Diffusion Profiles

It has probably become apparent to the reader that the various complications that arise in the calcula-
tion of diffused profiles, such as concentration-dependent ditfusivities, preciude analytic calculations
for all but the simplest examples. For that reason, numerical methods have been developed for the
prediction of profiles in 1-, 2-, and 3-D. Often the results can be linked to device simulators so that
the effect that a change in an impurity profile would have on the device characteristics can be pre-
dicted in a straightforward manner. If the simulation results are accurate, the device designer can
optimize performance and test process sensitivity with far fewer runs through the fabrication facility
resulting in tremendous savings in cost and time.

While some corporations have developed proprietary software, one of the most popular pack-
ages for calculating impurity profiles is the Stanford University PRocess Engineering Module
{SUPREM). SUPREM Ili performs detailed calculations in 1-D. SUPREM IV performs caicula-
tions in 2-D. The outputs of these programs are the chemical, carrier, and vacancy concentrations as
functions of depth into the semiconductor. This section will use SUPREM 111 as a tool to investigate
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device impurity profiles in a more realistic manner. In the succeeding chapters the use of SUPREM III
will be expanded to cover oxidation, ion implantation, and rapid thermal processing.

Before proceeding, however, a word of caution is in order. Students tend 1o regard the output of
these programs as being infallibly correct. This is, of course, not true. The predicticns of this code are
only as good as the models and numerical techniques that are employed. In practice these model
parameters must be rigorousty checked to ensure accuracy. These programs should be regarded as
calculation tools that allow the process engineer to access more comglicated diffusion modeis. These
models are also more realistic and usually, but not always, give fairly accurate results.

All diffusion process simulators are built on three basic equations. In 1-D there are the flux
equation

5=-0% s zuc @sn

where Z;is the charge state and p; is the mobility of the impurity. The continuity equation gives

dc;  di,
ZrtE= 6 @52

where G, is the generation recombination rate of the impurity, and Poisson’s equation
d £ = + g 53
'&;[8 1=glp —n+Nj—Ny) (353)

where £ is the dielectric constant, » and p are the efectron and hole concentraticns, and Ny, and Ny
are the concentrations of the ionized donors and acceptors. These equations are solved simultan-
ecusly over a t-D grid that the user defines.

The diffusivity used for SUPREM is based on the vacancy modei of Fair. The diffusivity is cal-
culated using Equation 3.7. The values of E, and D, are included in a software look-up 1able for
boron, antimony, and arsenic in siticon. Finally, empirical models are added to take into account field
aided, oxidation enhanced, and oxidation retarded diffusion.

To run SUPREM IH, an input deck must be provided. This file contains a series of comments,
the initialize statement, matetials statements, process statements, and output statements. A descrip-
tion of some of the most commonly used SUPREM III commands is given in Appendix VIL
The deck starts with the title card, which is simply a comment repeated on each page of the output.
Several comment cards may follow. The user is encouraged to use these cards to document the
process flow.

The next card is a controlf statement, the initialize card. It sets the substrate type, orientation,
and doping. It also sets the thickness of the region to be simulated and it establishes a grid. The
amount of grid spacing necessary depends on the doping gradients present, but typically a total of
100 to 200 grid points are used. If the default coefficients are not found to be adequate, materials
cards can be used to alter the model. For example, if the user measures the diffusion coefficients of
arsenic and finds that the activation energy for the neutral vacancy diffusion coefficient is different
than the default, this parameter can be changed by invoking “arsenic dix.e = (value in ¢V).” Simi-
larly, one can alter the various parameters of siticon, oxide, polysilicon, or nitride.

Once the substrate and materials are set, a series of process cards are used to call out the
sequence of processing steps as they are completed. This example will begin with the diffusion card
that calls out the time, temperature, diffusion ambient (oxidizing or not oxidizing), and surface con-
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centration, if a doping process is being carried cut. Multiple diffusions can be run sequentially to
simulate a multistep anneal.

Finally, the chemical, active, and net impurity concentrations at each grid point can be printed
or plotted. The output options vary with the particular version of SUPREM I that is installed. It is
also possible to print out the materials parameters that are being used and information about each
layer of the simulation. A second type of cutput statement involves investigating the effects of elec-
trically biasing the top andfor bottom of the volume being simulated. These can be used to determine
the sheet resistance of diffused layers and the threshold voitage of MOS structures.

Example 3.2

Use SUPREM to simulate a predeposition diffusion.

In this example, SUPREM III will be used to simulate a predeposition diffusion of silicon
with phosphorus at 1050°C, with the surface concentration set by the solid selubility of phos-
phorus at that temperature. Run the following example, and then repeat the exercise using the
analytic equations assuming simple intrinsic diffusion. How large is the difference? Can you

explain the discrepancy?
Title Example 3.2-Predeposition Diffusion of Phosphorus
Comment Initialize the silicon substrate

Initialize {100)Silicon Boron Concentration=lelé
+ Thickness=1.0 dx=.005 Xdx=.02 Spaces=120

Comment Diffuse phosphorus
Diffusion Time=20 Temperature=1050 Phosphorus Sclid Sol

Print Layvers Active Concentration Phosphorus Boron Het
Plot Active Net Cmin=1ElS5
Stop End example 1

Example 3.3

Use SUPREM to simutate a diffused bipolar transistor.

One simple way to make an NPN bipolar transistor is to diffuse boron and arsenic from the
surface into an n-type substrate. The diffused arsenic becomes the emitter, the diffused boren
becomes the base, and the substrate is used as a common collector. Of critical importance to the
device operation is the Gummel number, the integral of the doping profile in the base, which is
inversely proportionat to the current gain, 8. SUPREM III will provide this number directly. Per-
form the following run. In the output find the net hole concentration in the second fayer. This is
the Gummel number in holes per square ceniimeter. To get a feel for the process sensitivity of
the diffused NPN, rerun the process with the boron predeposition at 980°C instead of 1000°C
(i.e., a 2% temperature error). By what fraction would the gain change? :

Title Simple NPN Diffused Bipolar Transistor

Comment Initialize the silicon substrate
Initialize {100)8ilicon Phos Concentration=1el6
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e + Thickness=2.0 dX=.010 Xdx=.030 Spaces=150 depositing a monolayer of a p-type dopant material directly between the gate electrode and the
e comment Diffuse boron GaAs. Assume that the atomic surface coverage is 1.5 X 10" cm ™ and that the dopant is

Diffusion  Time=10 Temperature=1000 Boron Soiid Sol bcr‘ylhum. ﬁ%fter t]?e gate patterning, the s»:?urcefdram is annealgd at _800"C for 10 min to
biffusion Time=60 Temperature=1100 Nitrogen actzvale: the .1mpunty. (a} If the gate m:-itena} prevents_any outdlfqu{on from the wafer, use first
order diffusion theory to calculate the junction depth if the channel is doped 1 X 167 em™?
Comment Diffuse phosphorus n-type. (b) What surface concentration of Be will result? (c) Sketch the profile that you
Diffusion Time=7 Temperature=1050 Phos Selid Sol calculated using this simple theory and the profile that might actually be expected. Briefly list
Diffusion Time=5 Temperature=1000 Nitrogen two reasons for the difference.
Comment Output statements 6. A IU-A-th'{ck, unif(.mnly stf]fur I(gS)—dg]})ed layer is grown on loP of a GaAs w?fer. The doping
Print Layers Active Concentration Phos Boron Net concenl:r'tmon‘ of this l-agffer s 10" ecm™. The_ wafer is scaled with a layer of S{3N4 to prevent
. i any outdiffusion and it is annealed for 60 min at 950°C. Ignore all heavy doping effects.
Plot Active Net Cmin=1el5 ! ¢
Stop End example 1 (a) Find the sulfur concentration at the s:.urface af:aer mianneai.
{b) At what depth would the concentration be 10" em™7
7. A silicon wafer was doped in a 1000°C predeposition diffusion with phosphorus to its selid
solubility timit. The process time was 20 min. After the predeposition, the surface of the silicon

3 10 summary was sealed and an 1100°C drive in was done. Find the drive in time necessary (o obtain a

. junction depth of 4.0 m. Assume a substrate concentration of 107 cm ™. What is the surface
This chapter reviewed the physics of diffusion and presented Fick’s laws that govern diffusion. Two concentration after the drive in?
particular solutions were presented corresponding to drive in and predeposition diffusion. The atom- 8. For deeply scaled MOSFETs, it is necessary to make very shallow source/drain junctions.
istic mechanisms of diffusion were presented along with heavy doping effects. The details of diffu- Assume that one needs a P+/n junction that is 0.05 wm deep. The wafer is implanted with
sion for a variety of popular dopants were also discussed. At high doping concentrations the diffusion boron at extremely low energy (R, << 0.05 pm} to a dose of 5 % 16"> cm™2. An anneal must
coefficient is no lenger constant, but frequently depends on the local doping concentration and con- be done at 1000°C to repair the implant damage and to activate the impurity. Ignoring heavy
centration gradient. A numerical tool, SUPREM III, was iniroduced that allows the student to calcu- doping effects (i.e., assume simple intrinsic diffusion) and transient diffusion effects, and
late dopant profiles in the presence of these nonlinear effects. assuming that none of the implanted boron Jeaves the wafer, how long should the diffusion be

done? The (n-type) substrate concentration is 2 X 10" cm™.
9. A 10-min 1100°C predeposition is done using arsenic. Assume that the surface concentration
PrOb‘ems reaches the solid solubility limit. Next, the wafer is annealed for 24 hr at 1000°C. Use Eguation
(For all problems assume that the diffusivity can be approximated by the intrinsic diffusivity, 3.27 to predict the maximum carrier concentration. How does this compare to the solid
unless specified otherwise.) solubility limit at 1000°C? Explain the distinction between solid solubility and Equation 3.27.
I. Assume that you have been asked to measure the diffusivity of a donor impurity in a new 10. Assume that a wafer is uniformly doped. If a Schoitky contact is formed on the surface, what
elemental semiconductor. What constants would you need to measure? What experiments would the C-V curve look like?
would you attempt? Discuss the measurement technigues that you would use to measure the 11. Boron-doped gate electrodes are desirable for certain highly scaled MOS transistors. Assume
chemical and carrier profiles. What problems are likety to arise? that the gate oxide thickness is 100 A. Also assume that the concentration of boron in the oxide
2. Construct a semilog plot using Table 3.2 of the three contributions (D, D_, and D7) to the very close to the polysilicon gate is a constant of 107 ¢m >, The maximum amount of boron
diffusivity of phosphorus as a function of temperature from 700 to 1100°C. Assume that the that can be diffused into the substrate without shifting the threshold voltage cutside-allowable
phosphorus concentration is 10°° cm™. limits is 3 % 10" cm~2 Using Table 3.4, estimate the dose of impurities that enter the
3. Using Fair’s vacancy model, including charge effects, calculate the diffusivity of arsenic (As) semiconductor after a 4 hr anneal at 1000°C. Will this anneal produce an unacceptable
in silicon at 1000°C for the following arsenic doping concentrations: threshold voltage shift?
(@ 1x10%cm™
by 1x10"cm™
Hint: For both parts, the carrier concentration {n) is not equal to the doping concentration (C). Befel‘ences
4. One of the high concentration effects that was not discussed was that of stress. Arsenic, for . F.I Morin and I. P. Maita, “Electrical Properties of Silicon Containing Arsenic and Boron,”
example, is a much larger atom than silicon. When high concentrations of arsenic are Phys. Rev. 96:28 (1954). .
incorporated in the lattice it creates strain. Qualitatively discuss how this strain may affect the 2. W.R.Runyan and K. E. Bean, Semiconductor Integrated Circuif Processing Technology,
diffusivity. Addison-Wesley, Reading, MA, 1990.
5. Delta doping is a process used in advanced GaAs fabrication to increase the Schottky barrier : 3. P.M. Fahey, P. B. Griffin, and J. D. Plummer, “‘Point Defects and Dopant Diffusion in

height of the gate electrode. This reduces the gate electrode leakage. Delta doping is done by

Silicon,” Rev. Mod. Phys. 61:289 (1989).



Chapter 4

Thermal Oxidation

Ore of the major reasons for the popularity of silicon ICs is the ease with which silicon forms
an excellent oxide, Si0,. This oxide is widely used as an insulator both in active devices such as
MOSFETs and in the region between the active devices, known as the field. Various methods- are
used for forming Si0,. Chapter 4 will introduce thermal oxidation, This method produces oxides
with the fewest defects both in the bulk and at the interface with the underlying silicon. Unfortu-
nately, most other semiconducters do not form oxides of sufficient quality to be used in device fabri-
cation. For that reason, this chapter will focus on siticon processing exclusively.

4.1 The Deal-Grove Model of Oxidation

The oxidation of silicon in molecular oxygen proceeds according to the overall reaction
Si(solid) + Oy(gas) — 8i0; &%)

This process is called dry oxidation since it uses molecular oxygen rather than water vapor as an oxXi-
dant. The Deal-Grove model works well for predicting oxide thicknesses for thermal oxides larger
than about 300 A [1]. The growth of thin oxides will be discussed later in this chapter. High tempc-ra-
ture is Not necessary to grow an oxide. Silicon will oxidize in air at room temperature. QOnce an oxide
forms, bowever, silicon atoms must travel through the oxide layer to react with the oxygen present at
the surface of the wafer, or else oxygen molecules must travel through the oxide to reach the silicon
surface where a reaction can occur. The process that drives this motion is the one discussed in the last
chapter: diffusion. The diffusivity of Si in 8i0; is severai orders of magnitude sm-allcr than the. diffu-
sivity of O,. As a resuli, the chemical reaction occurs at the Si-Si0, interface. This has a very impor-
tant effect. The interface produced by thermal oxidation has not seen the atmosphere. As aresult, it is
relatively free of impurities. The amount of silicon consumed due to the chemical reacticn given by
Equation 4.1 is about 44% of the thickness of the final oxide. )
At room temperature, neither the siticon nor the oxygen molecules are sufficiently mobile to dif-
fuse through the native oxide. After a while, the reaction effectively stops and the oxide will not get
much thicker than 25 A. For a sustained reaction 1o occur, the silicon wafer must be heated in the pres-
ence of an oxidizing ambient {2]. For now, assume that the ambient is O,. Censider the diagraJTl ofa
growing oxide (Figure 4.1). The four oxygen concentrations in this figure are C,. the concentration of

Figure 4.1

during oxidation.
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pas layer
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oxygen in the gas stream far from the wafer, C,, the ton-
centration of oxygen in the gas at the surface of the
wafer, C,, the concentration of oxygen in the oxide at the
surface of the wafer, and C,, the concentration of oxygen
at the Si-Si0, interface. Define J as an oxygen flux,
which is the number of oxygen molecules that crosses a
plane of a certain area in & certain time. Now, one can
then define three oxygen fluxes of interest. The first is the
amount of oxygen that moves from the bulk of the gas to
the surface of the growing oxide film. Recall that Chap-
ter 2 briefly mentioned stagnant layer formation in the
molten silicon of a Czochralski crucible. This layer arises
due to the finite viscosity of the melt. Similarly, if a gas
stream of oxygen is made to flow past the surface of the
wafer, a boundary layer will exist near the surface. The
gas velocity in this boundary layer ranges from zere at
the surface of the wafer to the bulk gas velocity at the
opposite side of the boundary layer. To a first approximation the oxygen molecules cannot be trans-
ported across this region by the gas flow: There is none. Instead, they must diffuse in a manner
described by Fick's first law:

Schematic diagram of the oxidant fows

C—C
Ji =Dy, I 4.2)
where ¢ is the thickness of the stagnant layer. C; can be calculated using the ideal gas law:
P
=h__*
C = VoI {4.3)

where & is Boltzmann’s constant and P, is the partial pressure of the oxygen in the furnace. Although
this formulation is workable, it tends to underestimate the flux. It is more common te explicitly take
into account the fact that some flow remains through much of what is called the stagnant layer by
writing

B =g = R(C,— C) 4.4}

where B, is called the mass transport coefficient.

The second oxygen flux is the diffusion of molecular oxygen across the growing oxide film.
The concentration gradient needed to drive diffusion arises because the gas ambient acts as an oxy-
gen source while the reacting surface acts as a sink. Then, assuming no sources or sinks of oxygen in
the growing oxide the concentration varies linearly and

&G @5)

or

Sy = Dy,

where the diffusivity is now that of oxygen in $i0,. The third flux is the flow of oxygen reacting with
the silicon to form Si0,. This rate is determined by chemical reacticn kinetics. Since there is an



abundant supply of silicon at the reacting surface, the reaction rate and the flux are proportional to the
oxygen concentration:

= kG {4.8)

where the constant of proporticnality, k., is the chemical rate constant for the overal} reaction des-
cribed in Equation 4.%. In equilibrium these three flows must balance:

Si=h=10 4.7

|
|
|
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Combining Equations 4.4-4.6 leaves two equations and three unknown concentration: C,, C,,
and C,. Solving to find a growth rate requires one more equations. That equation is Henry's law,
which says that the concentration of an aderbed species at the surface of a solid is proportional to the
partial pressure of that species in the gas just above the solid:

C,= HP, = HKTC, (4.8)
Where H is Henry's gas constant, and the ideal gas law has been used to replace P,. Now there are
% three equations and three unknowns. After some algebra one can show that
HP, 49
Ci_1+’§+k‘r‘u )
h D

where h = h,/HKT. Finally, 10 obtain the growth rate, just divide the flux at the interface by the num-
ber of molecules of oxygen per unit volume of Si0,, which is commonly labeled &,. For oxidation by
molecular oxygen, N, is half the number density of oxygen atoms in 8i0,, or 2.2 X 107 cm™>. The

result is
dt Hk,P
PO A S — 410}
Nt I P
' "D
Assuming that at time O the oxide thickness is #, the solution of this differential equation is of
the form
2+ A, =B+7) 4.11)
where

£ {4.12)

The parameters A and B are well known for a variety of process conditions. The more fundamen-
tal parameters such as diffusivity that go into A and B are rarely quoted. Furthermore, most silicon
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oxidation is done in atmospheric pressure. As a result, k, << &, and the growth rate is nearly inde-
pendent of the gas phase mass transport and, therefore, of the reactor geometry. When the oxidizing
species is H,0 rather than O, (see befow), the same equations apply, but with different values for the
diffusivity, mass transport properties, reactivity, pressure of the gas, and number of molecules per
unit volume.

Since A and B are proportional to diffusivity both parameters will follow an Arrenhins func-
tion. The activation energies of A and B can be calculated from the activation energy of the diffusivi-
ties and reaction rates as shown by Equation 4.12. There is a reasonably good agreement (about 10%
discrepancy) between the activation energies of the diffusivities of cxygen and water in fused silica
and the activation energy of B. Furthermore, since the ratio B/A eliminates the diffusivity, its activa-
tion energy should depend primarily on k,. As expected, the activation energy of BfA is in reasonabie
agreement with the Si-Si bond strength. '

Finally, it is worth pointing out the significance of 7, since this is a common source of confu-
sion. It arises due to the boundary condition for the differential equation at zero time. Notice that for
sufficiently thick oxides, the rate of oxidation varies with the oxide thickness. If an oxidation is
begun with an initial oxide thickness of 1, it is not accurate therefore to calcutate the thickness grown
in the process and simply add it to #,. Instead, the initial thickness must be used to determine 7, and it
must be added to ¢ to obtain a total effective oxidation time. It is as though the oxidation process
started at a time ~7. Then at £ = O the thickness of the oxide is exactly 4.

4.2 The Linear and Parabolic Rate Coefficients

Equation 4.11 has two important limiting forms. For sufficiently thin oxides one can neglect the
quadratic term. In that case

Ly = %(r +7) {8.13)

On the other hand, if the oxide is sufficiently thick the term that is linear in the thickness can be
ignored and

2,=~B+1 414

Because of these two limiting forms, B/A is called the linear rate coefficient and B is called the para-
bolic rate coefficient. These are the numbers that are usually quoted for oxidation. Figure 4.2 shows
the coefficients for oxidations in pure oxygen. This type of process is called a dry oxidation. The
plots are summarized at typical process conditions in Table 4.1.

Oxygen is not the only oxidant that can be used in this process. Another very popular one is a
mixture of O, and H,0. Called wet oxidation, these processes have the advantage of oxidizing at a
much higher rate than dry cxidations. The fundamental reasons for the higher rate are the higher dif-
fusivity of H;O compared with O, and the much larger solubility {Henry’s constant) for H;O com-
pared with 0,. A disadvantage is that oxides grown wet are less dense. Thus wet oxidation is
typically used when a thick oxide is required that will not be subjected to any significant electrical
stress. Figure 4.3 shows the linear and parabolic rate coefficients for wet oxidation. Section 4.4 will
discuss the structure of the oxide in more detail.

Another gas ambient used in thermal oxidation is dry molecular oxygen with a small (1 to 3%)
halogen concentration. The most commonly used halogen is chlorine [3]. There are several reasons
for using this mixture. Most heavy metal atoms react with €1 to form volatile (i.e., gaseous) metal
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Figure 4.2 Arrhenius plot of the B oxidation
coefficient. The wet parameters depend on the H,O
concentration and therefore on the gas flows and
pyrolysis conditions {(after Deal and Grove).

Figure 4.3  Arrhenius plot of the ratio (B/A) of the
oxidation parameters {after Deal and Grove).

chlorides. Metallic contaminants are believed to originate from the heating elements and insulation
around the fused silica fiow tube in which the oxidation is done. The impurities diffuse through the
wall of the furnace and may be incorporated into the growing oxide. Chlorine has the effect of con-
stantly cleaning the gas ambient of these impurities. Oxides grown in a chlorine ambient are found to
have not only fewer impurities, but also a better interface with the underlying silicon. The oxidation

01

om
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rate in O,/Cl mixtures is higher than in pure O,. For a 3% concentration of HCl in O, the linear rate
coefficient doubles [4] (Figure 4.4).

HCI has been the most commonly used Cl source. Trichloroethylene (FCE) and trichioroethane
(TCA) are sometimes used since they are much less corrosive than HCL. TCE has the disadvantage
that it is carcinogenic. TCA has the potential of forming phosgene (COCl,) at high temperature.
Phosgene is a highly toxic snbstance also known as mustard gas. Stringent safety precautions must
therefore be employed in a TCA furnace to prevent the conditions under which phosgene may form.

The Deal-Grove model accurately predicts that the oxidation rate slows as the oxide thickens.
Oxides thicker than 1 wm require long exposures to very high temperatures. This will lead to dopant
diffusion in the wafer that is often undesired. In this regime the oxidation rate depends on the para-
bolic rate coefficient, which in turn depends on C,, the equilibrium concentration of oxygen in the
gas. As shown in the derivation of the model, C, depends on the partial pressure of the oxygen in
the gas phase. Increasing the oxygen pressure in the fumace will increase the parabolic rate coeffi-
cient B and can therefore decrease the time or the temperature required for growing thick oxides. Pro-
duction equipment is available for growing oxides at high pressure. They are most commonly used in
bipolar technologies for isolation oxide growth and are almost always done in a wet ambient. In this
application the lower oxidation temperature is required to avoid excessive diffusion of the heavily
doped buried coliector up into the device structure. This will be covered in more detail in Chapter 18,
Figure 4.5 shows the dependence of the parabolic rate coefficient on temperature with pressure as a
paratneter, As expected it is proportional to the oxygen pressure [5].

Takle 4.1 Qvidation coefficients for silicon

Dry Wet (640 tor)
Temperature (°C} A (pm) B (pm’fhr) 7 (hr) A (um} B (um*hr)

B00 0.370 0.0011 9 — —

920 0.235 0.0049 14 0.50 0.203
1006 0.165 0.0117 0.37 0.226 0.287
13K 0.090 0.027 0076 0.11 0.510
1200 0.040 0.045 0.027 0.05 0.720

Thep is used to comp for the rapid growth regime for thin oxides. (After Deal and Grove.}
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Figure 4.4 The effect of chlorine on the oxidation rate (after Hess and Deal, reprinted by permission, The

Electrochemical Society).
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Figure 4.5 High pressure studies of the parabolic and linear rate coefficients in steam (affer Razouk et al., reprinted by
permission, The Electrochemical Society).

Examgle 4.1

A simple oxidation

Calculate the amount of silicon dioxide grown during a 120-min 920°C steam oxidation.
Assume that the wafer initially had 1000 A of oxide.
According to Table 4.1, at 920°C, A = 0.50 wm and B = 0.203 uwm®/hr. Inserting these

values into Equaticn 4.12,

01 pm X 0.1 pm + 0.5 pm X 0.1 pm
r=
0.203 pm’hr

=0.295 hr
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Using Equation 4.1} and the quadratic formula,

!

oF

_TAYVA 4B+ T
= 5 =

048 m

In this case A = 1,,, 50 that neither linear nor quadratic approximations would be valid.

4.3 The Initial Oxidation Regime

The Deal-Grove medel fits the oxidation rate over a brozad range of parameters, if the linear and para-
bolic rate coefficients are known. By plotting the experimental thickness versus time for dry oxida-
tion, however, one finds that the curve does not go through zero thickness or even through the native
oxide thickness at zero time. Instead, it wilt typically intersect the zero time axis at a thickness of a
few hundred angstroms. Figure 4.6 shows the experimentally measured oxidation rate [6] as a func-
tion of exide thickness for a variety of temperatures. According to the Deal-Grove model the oxida-

tion rate should approach a constant value

lim——==
—0 Y

d

Iax

{4.15)

e |t

Instead, the oxidation rate increases by a factor of 4 or more. As a result, the Deal-Grove model
severely underestimates the thickness of thin oxides. Interestingly, these thin oxides are widely used
in one of the most critical applications: the gate dielectric of MOS transistors. The values of T given
in Table 4.1 can be used to correct the Deal-Grove model for dry oxidation to compensate for the
excess growth that occurs in this initial growth regime. They should be used for dry oxidations done
on bare silicon. With this correction the model accurately predicts thicknesses when £, >300 A, but
predicts oxides that are thicker than reality for z,, < 300 A.

Several models have been put forward to explain the thin oxidation resuits. Typically, they pos-
tulate one of three mechanisms for the enhanced oxidation rate. The first involves some enhancement
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Figure 46  Oxide thickness dependence of the growth rate
for very thin oxides oxidized in dry O;. The substrates are
lightly doped {100) silicon (from Massoud et al., reprinted

by permission, The Electrochemical Sacierv).

of the arrival rate of the oxidant at the interface. Deal
and Grove suggested that an electric field exists across
the oxide that enhances the diffusion during the early
stages of oxidation. In this model, electrons from the
substrate charge surface states create a field across the
oxide. The diffusing species must be OF, Other authors
have proposed variations on this basic mechanism [7.
8]. The problem with these models is that the oxidant
must be ionized. More recent studies have found that
the dominant diffusing species is neutral molecular
oxygen {9]. Revesz and Evans [10] proposed that thin
worm holes or microchannels with diameters of order
50 A exist in the oxide. These holes aid in the move-
ment of oxygen to the surface of the silicon. A diffi-
culty with this model is that it cannot account for the
increase in oxide thickness away from the point at
which the microchannel intersects the silicon surface.
Finally, it has been suggested that the mismatch in the
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thermal expansion coefficients of the oxide and silicon causes stress in the oxide and this stress may
enhance the diffusivity of the oxidizing species [11]. All of these models share a fundamental faw.
The oxidation rate of silicon in the thin oxide regime is limited by the chemical reaction rate at the sur-
face, not the arvival rate of the molecular oxygen. It is easy to show that the linear rate constant is
independent of the diffusivity of the oxygen. Recently it has been suggested that the reaction rate of
jonized molecules may bé larger than that of neutral molecules [8] and that both fonized and neutral
species may participate in the process 112].

A second class of models attempts to explain the thin oxide growih regime by appealing to an
increase in the oxygen solubility in the oxide. Henry’s law is valid only in the absence of dissociation
or recombination of the adsorbed gas in the solid. This is not true when the oxide is very thin. Unfortu-
nately this mode! has had very limited success as well. A third class of model suggests that the oxida-
tion reaction OCCUrs OVET S0Me finite thickness. That is, the interface is not atomically abrupt {13]). The
physical origin of the finite thickness is unknown, but it is suggested that some interfacial stress is
relieved through an increase in defects near the silicon surface. Oxyger atoms or molecules may diffuse
into the silicon slightfy and react over these finite widths. The oxidation rate then foilows the function

Figure 4.7 The physical structure of 5i0; consists

@ Silicon
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of silicon atoms sitting at the center of oxygen

polyhedra. El%ure 4.8 Schematic of impurities and imperfections in
.
o B\ e+ G {4.16)
dt 2, +A ‘ . . . - . L
» A variety of impurities (Figure 4.8) can also exist in thermal oxides. Some of the most common

where L, and L, are characteristic distances over which the reaction occurs and C, and C, are con-
stants of proportionality. L, is weakly temperature dependent and is typically of order 10 A L is
temperature independent with typical values of about 70 A. This model has been shown to accurately
fit experimental data cven for very low temperature oxidations {14].

The excess oxidation shown in Figure 4.6 may actually be occurring at the surface of the oxide,
not at the interface [15, 16]. This is believed to be due to the diffusion of defects such as oxygen
vacancies from the Si-SiQ, interface to the surface where they react. Delarios et al. [17] developed a
detailed chemical model of the reaction, including the production of atomic oxygen at the interface
by the chemical reaction of O,. This explanation was supported by isotope tracer experiments by
Gusev et al. [18). In contrast with the Deal-Grove model, the authors found that for very thin oxides
the reaction occurs over a range of distance near the silicon and at the top of the oxide.

4.4 The Structure of Si0,

The form of SiQ, that is important for microelectronic fabrication is called fused silica. It is amor-
phous and is thermodynamically unstable below 1710°C. In the temperature range of interest to most
microelectronic processing, the rate of crystallization is so slow that it can be neglected. Although
fused silica does not have long range osder, it does exhibit a short range structure (Figure 4.7). The
structure can be thought of as four oxygen atoms sitting at the comners of a triangutar polykedron. In
the center of the polybedron is a single silicon atom. Thus, each of the four oxygen atoms is approxi-
mately covalently bonded to the silicon atom, satisfying the silicon valence shell, If each oxygen
atom is part of two polyhedra, the valence of the oxygen wouid also be satisfied, and a regular crysial
structure called quartz would be the result, In fused silica some oxygen atoms, calied bridging oxy-
gen sites, are bonded te two silicon atoms. Some oxygen atoms are nonbridging, bonded to only one
silicon. Thermally grown Si0, then can be considered to consist primarily of a randomly oriented
network of polyhedra. The larger the fraction of bridging to nonbridging sites, the most cohesive and
less prone to damage the oxide is. Dry oxides have a much larger ratio of bridging to nonbridging
sites compared 1o wet oxides.

are wa_ier—relaled complexes. If H,O is presem during the growth, cne reaction that can occur is the
reduction of a bridging oxygen site into two hydroxyls:

Si:0:8i— Si:O:H + H:0:8i {4.17)

Tht?se_hyd.rogen atoms are only weakly bonded and can be removed under electrical stress or ionizing
Fadlauon, leaving a trap or potential charged state in the oxide. Other impurities are intentionally
1}1c0rp0ra:ed into thermally deposited SiQ; to change its physical properties. Substitutional impuri-
ties that replace the silicon atom are called netwerk formers. The most common network formers
are boron ard phosphorus. These impurities tend to reduce the bridging to nonbridging ratic, which
atlows the glass to flow at Jower temperature. These impurities, bowever, are normally used in
deposited oxides rather than in thermal oxides.

4.5 Oxide Characterization

The oxide thickness is an important parameter of the oxidation process and, as such, many ways have
been: developed to measure it. This section will describe several methods for estimating the thickness
of an oxide. Each has its inherent advantages and disadvantages. Most make some assumption about
the oxide that may be valid only under certain circumstances. Aside from the techniques described
here there are a number of thin film measurement techniques that can be used.

) The first class of measurements involves a physical determination of the oxide thickness. To do
this requires the production of a step in the oxide. Typically this is done with a mask foilowed by an
etch. This type of step was introduced in Chapter 1 and will be reviewed in more detai! in later chap-
ters. Hydrofluoric acid (HF) etches oxide at a much higher rate than it etches sificon. Therefore, ifa
mask is applied to the wafer, the wafer immersed in HF, and then the mask is removed, a step nearly
equal to the oxide thickness will be left. This step can be measured using & scanning electron micro-
scope (SEM) if it is larger than 1000 A, or with a transmission electron microscope (TEM) if it is not.
An easier approach is to use a surface profilometer. These instruments measure the surface topology
by mechanically scanning the wafer while it is in contact with a needle stylus. The deflection of the
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needle is measured, amplified, and displayed as a function of position. Resolution of these instru-
ments down to 2 A is claimed by the manufacturers. This technique has the advantage that it makes
no assumptions other than the relative etch rates of the oxide and the silicon. Since part of the oxide
must be etched to determine the thickness, this test is destructive and generally requires the use of a
dedicated test wafer. .

There are also several optical techniques that can be used to measure oxide thickness. The sim-
plest is to partially immerse the unmasked wafer in dilute HF until the oxide on the submerged por-
tion of the wafer is completely removed. Near the line between the etched and unetched oxide a slow
grading of the thickness will be found. If this edge is examined under a microscope a variety of col-
ors will be seen starting from light brown {Table 4.2). These colors are due to interference between
the incident and reflected light. By following the colors up to the top of the oxide an approximate
thickness can be found.

There are at least two other, more sophisticated optical techniques for measuring the oxide
thickness. The first is ellipsometry. In this technique, a polarized coherent beam of light is reflected
off the oxide surface at some angle. He-Ne lasers are commonly used as a source. The refiected light
intensity is measured as a function of the polarization angle. By comparing the incident and reflected
intensity and the change in the polarization angle, the film thickness and the index of refraction can
be found. To do this definitively requires measurement at more than one incidence angle or for more
than one wavelength, since there is more than one thickness that will preduce the same change in the
light at any given angle or wavelength. Ellipsometry has the advantage of being -nondcstrucliv-e,
although it often requires that the oxide be grown on bare silicon. Since the ellipsometer’s beam is
quite large, it is also normally done on unpatterned wafers.

A second optical technigue for measuring oxide thickness is interference. Commercially
marked under the name of Nanospec®, this system uses light at a nearly normal incidence to the film.
The reftected light intensity is measured as a function of the wavelength. When the wavelength of the

Table 4.2  Color chart for thermai dioxide (refractive index of 1.48} and siicon rilride {refractive index of 1.97)

Color S$i0, Thickness () Si,N, Thickness {4}
Silver <270 <200
Brown <530 <400
Yellow-brown <730 <550
Red <970 <730
bloe <1000 <770
lgle:g <1200 <930
Pale blue <1300 <1000
Very pale blue <1500 <1100
Silver <1600 <1200
Light yellow <1700 <1300
Yeliow <2000 <1500
Orange-red <2400 <1800
Red <2500 <1900
Dark red <2800 <2100
Blue ) <3100 <2300
Bluoe-green <3300 <2500
Light green <3700 <2800
Orange-yellow <4008 <3000
Red <4400 <3300

Note that multiple arders exist. An Si0, film that appears red may be 730 to 970 &, 2400 to 2500 A, or 4000 to 4400 A

Percent ocourrence

40

30

10

Figure 49  Typical breakdown histogram for an oxide.
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light is such that the incoming and outgoing waves constructively interfere, an optical maximum will
resuit, If the waves interfere destructively, a minimum will be seen. By measuring the difference in
wavelength AA between maxima or minima, the thickness can be determined as

1, = AA {4.18)

2n,,

where n,, is the real part of the index of refraction of the oxide; n,, is assumed to be wavelength inde-
pendent in this model. The technigue can measure the thickness of transparent films down to several
hundred angstrems. The upper timit for thickness measurement is determined by optical losses in the
film and by the ability to resolve high order peaks.

Electrical technigues are the most useful ways to characterize oxide layers. The simplest electri-
cal measurement is the breakdown voltage. In this test, a large number of metal electrodes are formed
on top of the oxide. The voltage on the capacitor is increased while the electrical current through the
oxide film is measured. The leakage current is too small to measure until a high electric field is
reached. Eventually, for thin oxides, a current will be detected that will rise exponentially with volt-
age. Within a small voltage range the cusrent increases discontinucusly, signaling an irreversible rup-
ture of the oxide. The dielectric field strength of thermal oxide is about 12 MV/cm. Thus, by knowing
the breakdown voltage, an estimate of the oxide thickness can be determined. If, as is usually the case,
the thickness is known, the breakdown field can be measured. A breakdown histogram is often pre-
sented as a first-order indication of oxide guality and defect density (Figure 4.9). Three groups of
breakdown regions are evident. The low-voltage group is known as extrinsic breakdown. These are
killing defects such as pinholes in the growth process. The high-voltage group is intrinsic breakdown.
They typicaily cluster near the ultimate breakdown field of the oxide. The intermediate group is usu-
ally associated with weak spots in the oxide. The larger the fraction of breakdown events contained in
the intrinsic breakdown group, the beiter the oxide quality. To be significant, the area of the capacitor

tested should be similar to the active area on a chip.

A popular variant of the simple breakdown his-
tograms is the charge to breakdown test. In this tech-
- nique, the oxide is stressed to a point just below the
breakdown field. This may be done in constant current,
constant voltage, or ramped modes. This test is also
known as the Time-Dependent Dielectric Breakdown
(TDDB) test. The current in a TDDB test typically is of
the Fowler-Nordheim type and follows the equation

Joy = AEZeE (4.19)

where E_is the electric field at the peint of tunneling
into the oxide and A and B are constants that depend on
the height of the barrier and the electron {or hole) effec-
tive mass [19]). A typical plot of the resultant curve for

N n H
T 1 T T T
4 L} ] 10 12
Breakdown field (MV/cm)

@ constant voltage test is shown in Figure 4.10. The
current through the oxide decreases due to trapping of
electrons in the bulk of the oxide. The breakdown is
believed to result from an accumulation of trapped posi-
tive charge near the interface. The charge to breakdown

ra—]
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Figure 430 Constant voltage stress measurements of a
200-A oxide film. The sharp increase in current near the
end of the trace indicates that irreversible breakdown has

occurred.
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Figure 4.11  Plot similar to Figure 4.10 for 2 62-A oxide.
Note the lack of charge trapping and the low voltage
required for stressing.

is measured by integrating the current from the start of the test until just befere breakdown. It has
been proposed {20] that the oxide is made up of robust and weak areas. The weak areas may be physi-
cally thinner than the rest of the oxide or perhaps have defects that easily trap charge.

An interesting aspect of this work is the application of TDDB tests to very thin oxides. A con-
stant curtent TDDB test for a 62-A oxide is shown in Figure 4.11. There is very little evidence of
bulk electron trapping. This is believed to be due to the ability of the electrons to tunnet from trapped
states in the oxide to either the substrate or the gate electrode [21] in a process called funnel anneal-
ing. These thin oxides also show very large charge-to-breakdown values. This is believed to result
from the small voltages required for stress conditions. For example, a 50-A oxide requires only 5V
to develop a 10-MVicm field. At these voliages, electrons in the oxide cannot gain sufficient encrgy
in the oxide to suffer impact ionization and, therefore, to create the holes that eventually trap at the
interface. Other less efficient hole generation mechanisms must be used.

More sensitive methods of evaluating oxides use capacitance—voltage measurements. Again, a
metal film must be used as an upper electrode. The wafer serves as a lower electrode. Assume for the
moment that the substrate is doped p-type. If a negative voltage is applied to the gate, additional

~ holes are drawn to the Si-5i0; interface. This condition is known as accumulation. Now assume that

a small ac signal is added to the dc bias and the ac current is measured, The out of phase magnitude

of this current is proportional to the capacitance. If the diameter of the capacitor is large compared

with the oxide thickness, the device can be considered to be a parallel plate capacitor. Then
EcArea

C.. (4.20}

‘DX
Again, this is a valuable method of measuring the oxide thickness. For very thin oxides however, one
must also take into account the finite width of the accumutation layer in the semiconductor [14].

1f the bias voltage is ramped from the negative set point Lo positive values, the measured capaci-
tance will decrease. This occurs because the field changes sign, repeling the charge directly below the
gate. This effectively increases the width of the dielectric, reducing the capacitance. Another way of
viewing the situation is that a second capacitor, which extends from the Si-Si0, interface to the edge

Y
-}

Surtace state density
a/q (101 cm2)

B = M W oo -~ & W
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Figure 4.12  The Deal iriangle showing the
effects of a high-temperature inert {nitrogen or
argon) postoxidation anneal on interface states
and fixed charge density (after Deal et al.,
reprinted by permission, The Electrochemical

Society}.

of the depleted region of the substrate, has been formed in series

- with the oxide capacitor. The vohage at which this depletion
L layer forms depends on the doping concentration in the sub-

- 1\\"%

- oxide charge. It is believed that the fixed charge is related to a
- thin {about 30-A) transition region near the interface that has
B excess silicon jons. This excess silicon broke away from the lat-

strate and the oxide thickness. If these are known, an ideal C-V

curve can be calculated and compared to the predicted value.
All Si0, layers have a thin layer of positive charge near

the $i0,-Si interface. This is known as the “fixed” or “built in”

tice during the oxidation process, but had not yet fully reacted

Oy K, or argon -
with an oxygen molecule. The fixed charge density decreases if

an inert anneal is done after the oxidation. A classic demonstra-
tion of this effect is the Deal triangle shown in Figure 4.12.
Although the data shown are for {111} silicon, the same effect
is seen in {100} material. The fixed charge density is dramati-
cally decreased if the oxidaticn is followed by a high tempera-
tuge inert ambient anneal [22]. For that reason, most oxidation
processes include a short nitrogen or argon anneal before
pulling the wafers from the furnace. It has been found that the
roughness of the Si-Si0O; interface depends on the oxidation
temperature. Higher temperatures produce more abrupt interfaces [23]. This effect has been attributed
to the reduction in Si0, viscosity at high temperature [24].

The effect of the fixed charge is to shift the C-V curve laterally. This will in tun change the
threshold voltage at which the MOS transistor “turns on” {see Section 16.1). If the shift is repro-
ducible and is a small fraction of the threshold voltage, this does not represent a serious problem. The
fixed charge density can be calculated from this voltage shift using

500 900 1200
Temperature {°C}

AV, = _é?;

{4.21)

Often the capacitance is normalized to the area of the device. Then the fixed charge density is quoted
in units of C/cm? This effect can be difficult to measure however, since several other effects also
serve to shift the C-V trace along the voliage axis.

One of these other sources of lateral shift of the C-V trace is mobile ionic charge, most typi-
cally sodium ions. A trace contaminant, sodium has a large mobility in silicon dioxide. These
charged ions have the same effect as the oxide fixed charge, except that one must also consider the
charge distribution through the oxide. Then the lateral voltage shift is given by

- 1
AV, = -y

Tox
j ] pix) x dx {4.22}
where p(x) is the mobile ion density. In the limit that the charge is a delta function at the interface, it
is gasy to show that this reverts to the formula given for the fixed charge.
The presence of mobile ionic charge represents a serious reliability problem for field effect
devices. At 100°C, the diffusion coefficient for Na in SiO, is about 3 X 167'* cm/sec. If the device
is left at temperature for an hour, the characteristic diffusion length is about 3000 A. Since gate oxides

. - o
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of most MOSFETs are less than a few hundred
angstroms, the mobile ionic charge will continuously
“redistribute itself in the oxide in response to changes in
the gate bias. This changes the C—V curve and, conse-
quently, the thresheld voltage of the device. A circuit
may work initially, but fail after sufficient ionic drift.
Mobile ionic charges are easily detecied by
temperature bias stressing [25]. An MOS capacitor is
first prepared and a C-V trace is taken. The sample
is then heated above 100°C and a positive field of 2 to
5 MVicm is applied to the gate. This bias and temp-
erature are held for 10 to 20 min. The voltage is
removed, and the capacitor is cooled to room temp-
erature. Next the C-V trace is retaken. Finally the
process is repeated, this time with a negative bias on
the gate. Figure 4.13 shows typical results for a sam-
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Figure 414  Silicon-silicon dioxide structure with
maobile, fixed charge, and interface states {© 7980,
IEEE, after Deal).
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Figure 4.15 High frequency C~V traces showing the
effects of interface states and fixed charge.

Figure 413 Typical C-V traces from temperature bias
stress measurements of an oxide contaminated with a
positive ion impurity.

0
~2.0

ple with positive jonic charge. Initially the jons are
randomly distributed through the oxide. Under the
influence of a positive gate potential, the jons drift to
the interface, where they strongly shift the C—V trace.
After a negative drifi is applied, the jons move to the
gate-Si0, interface where they do not affect the C-V
trace. Then the mobile ionic sheet charge can be cal-
culated from the voltage shift using Equation 4.16.

The jonic contamination can come from a variety of sources, including the furnaces them-
selves, wet chemicals used for processing and precleaning, and certain photoresists. Manufacturers
have targely solved this problem, and VLSI grade chemicals are widely available with very low ionic
concenirations. The processes that have the most stringent requirements, such as gate oxidation, may
use additional precautions such as a purged, double-walled furnace tube. A tube preciean consisting
of 1 to 3% of HCl in an inert ambient has also been found to lower contamination levels by reacting
the ions to form compounds more readily swept from the tube. Hatogen containing oxidations {(see
Section 4.3) also reduce mobile ionic charge.

Consider the diagram of the 5i-Si0; interface shown in Figure 4.14 [26]. In the idea! picture
the interface is atomicaily abrupt with perfect purity; however, a more realistic figure also includes
oxide fixed charge and mobile ionic impurities. Another common imperfection is interface states.
Due to the change from a perfectly ordered crystal to an amorphous solid, not all of the bonds at the
interface will be satisfied. Since the surface atoms have incomplete valences and unsatisfied bonds,
electrons and holes can readily be captured. These sites are therefore traps, whose energy depends on
the local bond configuration. Since this is not fixed, there will be a distribution of trap energies
throughout the band gap. Because these traps are low in energy and are located right at the interface,
it is also easy for carriers to detrap. As a result, the traps can fill and empty every time the gate is
biased. To understand the magnitude of the effect, consider the fact that the unreconstructed (100)
silicon surface has 6.8 X 10’ atoms/cm?. Assume that the gate oxide is 150 A thick. Finally, assume
that the allowable voltage shift is .1 V and that the effect of a charged interface state is the same as
that of an oxide fixed charge. Then the sum of the interface trap density and oxide fixed charge den-
sity must be less than 2.3 X 1078 Cem?, or less than 1.4 X 10" defect/cm?, or about 1 in 5000 sites.
The itterface therefore, must be highly perfect for typical MOS transistors.

415 -1.0 -05 00 95 10 15 2.0
Gale voltage (V)

Since the charge state of the interface traps depends on the veltage, their effects on the C-V
trace are more complicated than those of fixed or mobile jon charge. Figure 4.15 shows the effect of
interface states and bulk charge on the C-V trace. After stressing a thin (~50 A) oxide by passing a
small current through it, both fixed charge and interface states are visible on the high frequency C~V
trace. The fixed charge moves the trace to the left while the interface states reduce the slope of the
C-V trace in depletion. The fixed charge in these particular devices decreases spontaneously through
tunnel anneating. The most popular techniques of measuring the interface state density all involve
taking C-V measurements. In the Terman [27] method, the measured high-frequency C-V curve is
compared to the ideal curve calculated from the oxide thickness, the metal semiconductor work func-
tion, the fixed charge density, and semiconductor doping concentration. Alternatively, one can mea-
sure the difference between the high- and low-frequency C-V traces [28] or the difference beiween
the low-frequency and theoretica! low-frequency curve [29]. None of these calculations is trivial. To
extract the interface state density the doping concentration must also be assumed constant, which is
generally not true. The reader is referred to Nicollian and Brews [30] for further information.

4,6 The Effects of Dopants during Oxidation and Polysilicon Oxidation

In nearly all oxidation processes the substrate has some doping concentration. This concentration will
change during oxidation. The profile depends on the rate of diffusicn of the impurity in the oxide and
the segregation coefficient m, where

concentration of impurity in Si
m= - - —
concentration of impurity in 810,

4.23)

Redistribution during exidation occurs in a manner analogous to that during crystal growth.

Grove et al. [31] developed a widely adopted pictorial representation of four classes of impurities
shown graphically in Figure 4.16. If m > 1, the oxide rejects the impurity. As a result, it accumulates
in the silicon under the growing film, reaching a maximum at the interface. This effect can be offset,



4.6 The Effects of Dopants during Oxidation and Palysilicen Oxidation 85

84 4 Thermal Oxidation

With heavy phosphorus doping the parabolic rate coefficient shows only modest increases, but
the linear rate coefficient increases rapidly for surface doping levels greater than 10%° cm™ (Figure
4.19) [35, 36]. This is believed to occur because the segregation coefficient causes the phosphorus to
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accumulate at the surface. A model to explain the increased reactivity of the surface suggests that this
high concentration of phosphorus shifts the Fermi energy and ihereby increases the surface vacancy
concentration [37]. These vacancies provide additional oxidation sites and so increase the reactivity.

The oxidation of pelysilicon is of considerable interest for applications such as the production
of thin oxides between poly layers in EEPROMS, the oxidation of polysilicon plugs for DRAMS, and
the oxidation of poly gates that occurs during reoxidation steps. It has been found that an enhanced
oxidation rate occurs due 1o stress at the grain boundaries [38]. Figure 4.20 shows the oxide thickness
for wet and dry undoped polyoxidations for various temperatures [39]. For oxidation temperatures
less than 1000°C, the oxidation rates for undoped polysilicon are larger than either (100 or (111} sil-
jcon at short times. For longer oxidations the oxide thickness falls to a level iniermediate between
{100) and (111) silicon. When the polysilicon is heavily doped with phosphorus, the polyoxidation
rate is less than that of either (100) or {111) single crystal silicon.

4.7 Oxidation-Induced Stacking Faults

As mentioned in the previous chapter, thermal oxidation has the side effect of releasing a high con-
centration of silicon seif-interstitials. This is the cause of the oxidation-enhanced diffusion. These
excess interstitial atoms constitute point defects. As mentioned in Chapter 2, the free energy of a

Figure 4.21 Oxidation-induced stacking faults in {100} wafers after preferential etching. As the preferential erching
continues, more of the defect is exposed {afier Ravi).

group of point defects can be reduced if they ag
the extended defects that are usually created are
fauits are 2-D defec
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glomerate into a larger defect. In oxidation processes,

Onxidation-Induced Stacking Faults (OSF). Stacking

ts that are analogous to dislocations. They are an extra plane of atoms, of finite

extent, inserted into the lattice. The OSF usually lies in the {111} plane and is bounded by partial

dislocations. The defects often occur close io the 8i-Si0; interface where the excess interstitial con-
centration is large. OSFs are very readily induced at preexisting defects such as those cause by jon

implantation

These defects can have several undesirable effects. In bipolar transistors, the dislocations that

(see Chapter 5).

terminate the stacking fault can be a rapid diffusion path for the emitter dopant. The resuits are shorts
across the base layer called pipes. In MOS technologies the primary concern is that these defects can
getier heavy metal impurities that will reside in the depletion region of source/drain junctions. The

impurities will act as recombination cel
shows optical micrographs of samples
[40]. Stacking fauits in the diamond lattice
intercept the surface along the {110} dire

It has been shown that the length of the stacking fault is almost linearly proporticnal to the oxi-

nters that will cause excess leakage in the device. Figure 421
after a preferentiaj eiching step used to delineate the defects

lie along the {111] planes. For {100} wafers these planes

ctions [41].

dation time [42]. Much more interesting, however, is the dependence of the length on temperature
[43]. As shown in Figure 4.22, there are two distinct temperature regimes. At high temperature the
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Figure 4.22 Typical stacking fault length as a function of temperature for (A) dry and {B) wet oxidation. Stacking faults

are not favored at either high or low temperature (affer Hui).
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jormation of OSFs is not favored. Stacking faults initially grow in this temperature regime but shrink
with increasing oxidation time. Any existing faults will also tend to shrink. Since dopant redistribu-
tion considerations virtuaily preciude these high-temperature oxidations however, Figure 4.22 sug-
gests that oxidations should be done at reduced temperature. An advantage of high-pressure
oxidation is that, for a given growth time, the temperature can be lowered and the formation of OSF
minimized. It has aiso been shown that the use of HCI in the ambient completely suppresses the for-
mation of stacking faults.

4.8 ARternative Gate Insulators™

The search for altemative dielectric systems for the MOS gate oxide has a jong and not particularly
fruitful history. The impeius for an alternative dielectric is usually either a higher dielectric constant
for increased current drive at a given dielectric thickness, an increase in the ability of the gate dielec-
tric to withstand electrical stress, or a reduced diffusivity for gate electrode impurities. The penalty
that is often paid is an increase in the interface state density that leads to 2 reduced mobility due o
coulomb scatiesing and a poorly controfled threshold voltage. Deposited films for VLSI gate
dielectrics tend to have high defect densities for the extremely thin films typically used in this appli-
cation. As a result only thermal films will be considered in this chapter. (Partially deposited films
have been used successfully, but are much less common.) Other applications such as the charge stor-
age elements used in DRAMs are able to sclect the materials for the electrodes so some deposited
fitms are more practical for that appiication. These films will be covered in a later chapter.

Most of the gate insulators that cne might consider are simple dielectrics. The polarization is
due to a distortion of the valence shell electrons. A relationship can be developed for the permittivity
of these materials [44]

2
3
E, = ZOL_—_FE] {4.24
Thus increasing the permittivity reduces the bandgap. As the bandgap decreases, it becomes easier to
inject charge into the gate insulator and so the gate leakage current rises sharply. As & result only
modest increases in permitiivity should be considered for simple dielectrics.

In the search for alternate thermal dielectrics, it is natusal to consider the use of silicon nitride
[1], which has a dielectric constant about twice that of oxide. Deposited nitride films are already used
in most silicon technologies, In addition t0 the higher dielectric constant, nitride films are also excel-
lent diffusion barriers that in MOS transistors can prevent impurities such as boron in the heavily
doped polysilicon gate from reaching the channel. There are three difficulties with thermal nitrides.
The first is that the dominant diffuser during nitridization is silicon, not N, or NH;. This means that
the nitride film forms at the top surface, not at the Si-Si;N, interface. It is not surprising then tha ther-
el nitrides tend to have a high interface state density. Second, the thermal expansion coefficient for
silicon nitride is about twice that of silicon. Since thermai nitridization Teguires very high tempera-

tures (due to its properties as a diffusion barrier), during heat up and cool down this difference leads to-

strain that may further degrade the interface. The third difficulty associated with thermai nitrides also
arises because the films are good diffusion barriers. Restricting the furnace temperature to 1200°C, it
is difficult to grow nitride Jayers thicker than 40 A because the silicon diffusivity is so small [45, 46].
Higher temperatures are generally not tolerated due to dopant diffusion in the substrate.

Ito et al. first suggested the use of ni ided oxides as an atiractive alternative to Si10; (471
By exposing a thermal oxide to a high lemperature NH, anneal, the oxide reacts o form an

J) gak (Amp/cm?)
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oxynitride: SiO,N,, where the values of x and v depended on the process conditions. Ammonia
fmnea]s produce a layer containing as much as 50% nitrogen at the surface of the oxide that tails off
in the bulk of the film [48]. Other groups have also found a buildup of nitrogen at the Si0,~Si inter-
face [.49, 50]. The thickness of the films increases slightly during the process and the dielectric con-
stant increases by as much as 20%.

Ito et al. also found that these nitrided films were more resistant o breakdown [51]. Other
groups have confirmed these resuits and have also found that nitrided films are more resistant to radi-
ation @mage as well [52]. It has been speculated that the durability of these films is related to their
?ropemes as diffusion bartiers. Hydrogen, which passivates the dangling bonds at the interface and
in th-e O)Fide bulk, is believed to be released upon stressing. Oxynitrides may trap the hydrogen, pre-
venting it from escaping the dielectric. A larger fraction of it therefore, eventually diffuses bacl!( toa
trap site and repassivates the damage.

The difficulty with nitrided oxides is that these films have a high concentration of bulk electron
traps under low field operation [53]. These traps appear to be associated with an increase in the con-
centration of OH bonds that form in the dielectric during the high-temperature NH, anneal. It has
been found that a recxidation of a nitrided fitm (RNO) can reduce this liability significantly [54, 55]
T}.lese films, particularly when grown under rapid thermal processing conditions, are currently g!ener: .
ating a great deal of interest for gate dielectrics in ULSI devices [56] where the oxide thickness is
u?s?fﬁcient to prevent outdiffusion from the gate electrode. Perbaps more importantly when heavily
mm@ed, these films suppress interface state generation during electrical stressing. As a result, NMOS
transistors can be two orders of magnitude more reliable than nonnitrided oxides. '

Ty Apm Abpm Abum Recently a number of groups have begun investi-
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’ ’ ; : gating high permiltivity layers that might someday be
- o Braretat used to t:eplace §i0,. The reason for this interest is the

- observation that as the gate insulator is scaled below

3 nm, the gate leakage current density tises sharply. As
shown in the measurements of Brar et al. [57] and
Buchanan and Ho [58] (Figure 4.23), the current density
rises about 2 orders or magnitude for every 0.5 nm
decrease in thickness. Current projections are that power
Yimitaticns will prevent scaling of the $i0, below 1.5
um. To overcome the thickness versus bandgap relation-
ship {(Equation 4.24), one must use fattice polarizable
materials. In these films, one or more atoms will shift
position in response to an externally applied electric
field. The resultant bond siretch produces a sizable
dipote that leads %o large permittivities. At present the
teading candidates are TiQ,, ZrO;,, Ta;0s, ALO;, HIO,,
and various silicates of these materials. One of the many
problems with this research is the strength of the sili-
con-oxygen bond. Sil-icon forms a thin layer of §i0,
] l ] ] | during the deposition of all of these oxides. The capaci-

» Buchanan and Lo

1V Blas
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t.5 20 25 30 35 40 tance associated with this thin layer prevents obtaining a
1o AN sufficiently high net capacitance of high permittivity /
Si0, stacked structure. This remains a vigorous research

Figure 423 Measured leakage current at L V supply for  8rea as simple SiO, scaling appears to be approaching a

different physical oxide thicknesses.

fundamental limit.
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4.9 Oxidation Systems

The horizontal diffusion fumace has been the mainstay of the semiconductor industry for decades.
Although many innovations have been introduced, the basic idea remains unchanged. As shown in
Figure 4.24, the furnace consists of four components: the gas source cabinets; the furnace cabinet,
including power supplies, tubes, thermocouples, and elements; the load station; and the computer
coniroller. As the name implies, the gas cabinet contains the source gasses, typically in high-pressure
cylinders, and means for producing a controlled flow of these gasses into the furnace. Typically, sets
of pressure regulators, pneumnatic valves, and gas filters are used in this application. The gasses are
plumbed to a shelf at the end of the furnace tube. This shelf contains additional valves and mass flow
controllers (see Chapter 10) that control the flow of gasses into the furnace tube.

The furmace cabinet houses long tubes, typically four, that are stacked vertically. Horizontal
furnaces designed for 200-mm wafers typically have three tubes. Furnace heating elements are
wound on high purity ceramic forms large enough to accept a 150- to 300-mm-diameter fused silica
tube. The windings are often separated into three heating zones and fed by three phase power through
a high current power controller. The furnace temperature is monitored in at least three locations with
thermocouples. The thermocouple voltages are read, compared to the desired temperatures, and the
error signal is amplified and fed back to the power controllers. It is not unusual for the flat zone in the
center of the furnace to exhibit 0.5°C uniformity over temperature ranges of 400 to 1200°C. If wet
oxidations are to be done, additional equipment is also required to ensure that the hydrogen gas com-
pletely combusts upen injection.

The wafers are loaded into fused silica holders
called boats in the load station. The boats typicaily
hold 25 wafers in a vertical rack. The boats are
loaded onto carriers that can hold up to 200 wafers.
Early carriers were actually fused silica carriages,
with skids or fused silica wheels that were slowly
rolled into the furnace. Concerns with particulation,
however, caused these carriers to be replaced by
cantilevered load systems in which the boats are
supported on two long rods. In these systems, the
wafers never touch the furnace walls. Due to diffi-
culty maintaining the rod linearity, many of these
systems have now been replaced by soft landing sys-
tems. In these stations, the loading system carries the
boats into the furnace, deposits them, and then with-
draws minimizing the time at temperature for the
boat support system. In each system care must be
taken to avoid jostling the wafers during this process
to avoid defect formation.

A microcomputer controls all of the furnace
operations. Specific recipes are programmed for each
process step. Disk drives are provided to store these
recipes for future recall. For example, a gate oxida-

Figure 424 Horizontal tube oxidation/ditfusion system
includes computer controller, load station, and four tubes
(photo courtesy of ASM International).

tion step might include a preoxidation tube clean in a
mixture of Q, and HCl at 1100°C for 60 min, foi-
lowed by a nitrogen purge and cool down to 800°C,

4.9 Qxicdation Systems 91

. A. Cool down stage
B. Process stage
C. Waler iransfer slage

D. 12 cassette carousel
E. Waler handling seclion
f. Pracessing section

Heat exchanger

[T ———

Ciean room

Plan view

Figure £.25 Plan view of vertical furnace. Cassettes with 25 wafers are
loaded into the carousel and transferred to the process stage where they are
raised into the furnace {photo courtesy of ASM Internationat ).

followed by a slow push, or loading of the wafers in a mixture of O, and N,, followed by a controlled
furnace ramp to 1000°C, followed by an oxidation in O, and HCI, followed by a shert N, anneal to
1050°C to reduce the oxide fixed charge, followed by a controlled cool down to 800°C, foliowed by a
siow pull, or removal of the wafers. The microcomputer allows this to be a “one button” operation for
highly reproducible results. It can afso be programemed to anticipate thermal Joads such as the paddle
insertion by ramping the temperature just before loading to minimize temperature fluctuations. The
temperature contro! systems are now completely digital and interface well with the furnace controller.
The furnace controtler also can be interfaced to a facility management computer. With the use of
robotic load stations, this allows the diffusion furnaces to be completely automated.

Vertical furnaces are often used for large-diameter wafers. As shown in Figures 4.25 and 4.26,
these furnaces are similar to a horizontal furnace turned on end. Wafers are pushed from below the
furnace up into the tube, These systems have four main advantages. The vertical orientation means
that the wafers remain horizontal. As a result these furnaces are easier 1o automate. Robot wafer han-
dlers can easily load and unload the tubes. Furthermore, the uniform spacing improves process uni-
formity across the wafer, particularly for large-diameter substrates. Also, there is no need to deposit
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Figure 4.26 Vertical oxidation system showing carousel,
robot arm, and wafers about to be raised into the furnace
{ photo courtesy of ASM International).

4 Thermal Oxidation

the wafers in the tube. There is no net force on the can-
tilevers except down, so they do not tend to warp with
usage and can remain in the fumace. Finally vertical
furnaces tend to have a smaller clean room footprint
than horizontal furnaces.

A third type of system finding some acceptance
is called minibatch of fast ramp furnaces. These sys-
tems typically hold 20 te 50 wafers and can ramp up at
100°C/min and down at 50°C/min without slip [59].
This compares to approximately 10°C/min in a con-
ventional furnace.

4,10 SUPREM Oxidations™

The last chapter introduced the numerical calculation
tool SUPREM to simulate the diffusion profiles of
impurities in silicon. The model can also be used to
perform oxidations based on the Deal-Grove model.
The tool has incorporated Arrhenius functions to
describe the linear and parabolic rate coefficients for
wet and dry silicon coefficients, as well as a rudimen-
tary modei for chiorinated oxidation.

Oxidation processes are accessed by the same
command as diffusion processes: DIFFUSION. For
oxidation to occur, simply add the parameter DRYO2
or WETOZ for dry and wet oxidations, respectively.
The parameters for these processes can be adjusted
before invoking the DIFFUSION statement, with the
DRYOZ and WETO2 commands. High-pressure oxi-
dations can be accomplished by also adding the param-
eter PRESSURE = x, where x is the oxygen or steam
pressure in atmospheres. The pressure can be ramped
by using the parameter, PRATE = x, where x is the
time rate of change of the pressure in atmospheres per
minute. For chiorinated oxidations the parameter is HCl = x, where x is the percentage of HCl in
the ambient. For dituted flows one can also use the commands, FH2 = x, FH20 = x, FHCl =,
F.N2 = x, and F.O2 = x, where the x values correspond to the gas fiows in standard liters per minute
of the corresponding gasses.

In the thin oxide regime, SUPREM III uses an empirical oxidation model {60]

dt, B gL
a . TAT

(4.25)
where B and A are the oxidation rate coefficients from the Deal-Grove medel, and C and L are
empirical constants. Notice that this equation closely follows the model of Massoud for £, > Ly,
which is about 10 A. Impurity segregation coefficients and oxidation-enhanced diffusion models are
also incorporated in the code so that impurity redistribution during oxidation can be modeled.

——
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Exampie 4.2

SUPREM oxidation example—gate oxidation
Title Oxidation Example-Thin Gate Oxidation in HCl -
Comment Initialize the silicon substrate
Initialize {100} Silicon Boron Concentration=1lel?
+ Thickness=0.5 d¥=.0025% Xdx=.01 Spaces=120
Comment Push the wafers for 30 min at 800°C in N,

Diffusion Time=30 Temperature=27 Nitrogen T.rate=25.7667

Comment Ramp the furnace to 1000°C over 10 min in a flow of
10% O, and 90% N,
Diffusion Time=10 Temperature=800 F.n2=1.8 F.02=0.2 T.rate=20

Print Layers

Comment Oxidize the wafers for 30 min at 1000°C in a mixture
of 0, with 3% HC1

Diffusion Time=30 Temperature=1000 Dry02 Hcl=3.0

Comment Anneal the wafers at 1000°C for 10 min in a flow of N,

Diffusicn Time=10 Temperature=1000 Nitrogen

Comment Ramp the furnace to 800°C over 10 min in a flow of N,

Diffusion Time=10 Temperature=1000 Nitrogen T.rate=-20

Comment Pull the wafers for 30 min at 800°C in N,

Diffusion Time=30 Temperature=800 Nitrogen T.rate=-25.7667

Print Layers Chemical Concentraticn Boron

Plot Active Net Cmin=lel4

Stop End oxidation example

After the run is complete, find the oxide thickness. How much of the oxide was grown dur-
ing the ramp? In this process it was assumed that there was no initial oxide. How would you
incorporate an initial oxide (such as a thin native oxide) into your simulation? From the impurity
profiles determine the boron segregation coefficient that SUPREM assumes. Which of the four
categories in Figure 4.16 does boron fall inte under these conditions? Taking into consideration
the starting thickness and the change in the oxide thickness for the HCl process, by what per-
centage has the oxidation rate been enhanced by using HCI? Calculate the answer directly using
the Deai-Grove model and check it using SUPREM by eliminating the HCI in the simulation
and rerunning SUPREM.

4.11 Summary

This chapter introduced the topic of the thermal oxidation of silicon, presenting the Deai-Grove
model. This model accurately predicts the oxide thickness of a wide range of oxidation parameters.
Enhanced growth rates are seen for thin oxides. Although its origin is uncertain, several models that
attempt to explain the results were presented. Oxidation is also known to induce defects in the bulk
silicon because of the high concentration of self-interstitials that the process produces. Techniques
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for avoiding these defects are described. Finally, typical oxidation systems are described and the
application of SUPREM to oxidation is presented.

Problems
1.

[ad

10.

11.
12

13.

A 1000-A gate oxide is required for some technology. It has been decided that the oxidation will
be carried out at 1000°C, in dry oxygen. If there is no initial oxide, for how long should the
oxidation be done? Is the oxidation in the linear regime, the parabolic regime, or between the two?
Repeat Problem 1 if the oxidation is done in a wet O, ambient.

1t has been decided to grow the oxide in Problem 1 in two steps. A 500-A oxide will be grown
first, then the wafers will be reoxidized to a total thickness of 1000 A. If the oxidations are
carried out at 1000°C in dry O,, calculate the time required for each of the oxidations.

It is necessary to grow a 1-pm field oxide to isolate the transistors in a certain bipolar
technology. Due to concerns with dopant diffusion and stacking fault formation, the oxidation
must be carried at 1050°C. If the process is carried out in a wet ambient at atmospheric
pressure, calculate the required oxidation time. Assume that the parabolic rate coefficient is
propertional io the oxidation pressure. Calculate the oxidation time required at 5 and at 20 atm.
A silicon wafer, which is a doped 10" p-type, is heated to 1100°C for 1 hr. If the wafer isin a
dry oxygen atmosphere, how much oxide will grow? Be sure to inctude rapid growth effects.
Assume that negatively charged O; has exactly twice the diffusion coefficient in 5i0, as neutral
0, (due 1o the field aided term), but 10 times the reactivity at the surface, with exactly the same
activation energy for the reaction rate coefficient. Repeat Problem 1 in a source of Latmof O;.
For submicron MOSFETS, it is often necessary 10 grow gate oxides of order 160 A. Although
process control is very difficult due to the short oxidation times involved, it is preferable to
grow these oxides at high temperatures. Explain why.

One technigue that has been used with some success to sclve the problem mentioned in
Problem 7 is to grow the oxides in a dilute mixture of oxygen and an inert species such as
argon. Assume that we have a mixture containing 10% O, and 90% Ar. If we ignore the rapid
oxidation regime normally associated with thin oxides and assume, as in Problem 4, that the
parabolic rate coefficient B depends on the pressure of the oxidant, calculate the growth time
for a 1000°C oxidation of 100 A. Assume no initial oxide.

Ift,, > 10 A, we can ignore the C, term in Equation 4.16. If we also restrict our attention to
relatively thin oxides, we can make the approximation t,, << A. {In the Deal-Grove model this
is the linear approximation.) For that case, integrate Equation 4.15 and find an analytic
expression for t,.(¢). Take the oxide thickness to be zero at time ¢ = —7.

Assume that Z, is 70 A and €, is 50 A/min. If the 100-A oxide described in Problem 8 is
grown at 1000°C in a dry oxygen arnbient, and theze is no initial oxide, determine the oxidation
fime both with and without the thin oxide rate enhancement term from the equation derived in
Problem 9. Are both of the limits required for the derivation in Problem 9 strictly satisfied? If
not, qualitatively describe the effect.

Repeat Problem 10 for a growth done in an ambient of 10% oxygen and 90% argon.

A thermal oxide thickness is measured both by use of a Nanospec and by measuring the
accurnulated capacitance. The results are found to differ by 20%, even though the same wafer
was used for both measurements. Give three possible errors that might account for the
discrepancy.

A 250-A gate oxide is found to have a 15 mV temperature bias stress shift. Calculate the
number of mobile ions per unit area in the oxide.
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Modify the example SUPREM deck to simulate 30 min wet oxidations at 920, 1000, and
1100°C. Compare the calculated oxide thickness with the Deal-Grove predictions. Calculate
the segregation coefficient from your results and compare it o the graph in Figure 4.17.
Change the substrate concentration o 1.5 X 10% cm™" of boron and rerun the 920°C
simulation. Compare the results to those of Figure 4.18. What does this tell you about the
mode! used by SUPREM?

Use SUPREM to grow several dry oxides at 1600°C for 1, 2. 5, and 10 min. Calculate the
oxide thickness as a function of time. Does your version of SUPREM attempt to model ihe
initial oxidation regime? If not, how can a program user increase the accuracy of moderate
thickness (200 A < t,, < 1000 A) dry oxidation runs?
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Chapter 5

lon Implantation

The introduction of dopant impurities by predeposition diffusion was described in Chapter 3. In this
process, dopant was diffused into the semiconductor from an infinite source at the surface of the
wafer. The surface concentration was limited by the solid solubility, and the depth of the profile was
determined by the time and diffusivity of the dopant. In principle, it seems that a more lightly doped
profile could be achieved if the supply of dopant at the surface of the wafer is appropriately limited.
For example, a very dilute mixture of dopant in an inert carrier gas can reduce the surface concentra-
tion. This process was used in early microelectronic technologies; however it was found very diffi-
cult to control. It was also found that the lightly doped profiles were often the most critical. The base
of a bipotar transistor and the channel of a MOSFET are ewo examples of moderately doped profiles
that must be very well controlled, since they determine the gain and threshold voltage, respectively.

In jon implantation ionized impurity atoms accelerated through an electrostatic field strike the
surface of the wafer. The dose can be tightly controlled by measuring the jon current. Doses for the
process range from 10" cm™? for very light implants to 10'¢ cm™ for low-resistance regions such as
source/drain contacts, emitiers, and buried collectors. Some specialized applications require doses of
more than 10'% cm™2. By controlling the electrostatic field, the penetration depth of the impurity ions
can also be controlied. Ton implantation therefore, provides the capability to tailor the dopant profile
in the substrate to some extent. Typical ion energies range from 5 to 200 keV. Certain special appli-
cations, including forming deep structures such as retrograde wells {see Chapter 16), can require
energies up to several MeV.

After considerable research deraonstrations during most of the 1960s, the Grst commercial
implanters were introduced in 1973. Despite initial reluctance, the new method of dopant introduc-
tion soon became ubiquitous. By 1980, most processes were fully implanted. Aithough now widely
used, ion implantation also has several drawbacks. The incident ions damage the semiconductor Jat-
tice. This damage must be repaired and in some cases complete repair cannot be done. Very shallow
and very deep profiles are difficult or impossible. The throughput of ion implanters is limited for
high-dose implants, particutarly compared to diffusion processes in which 200 wafers can often be
run simultanecusly. Finally, jon implantation equipment is expensive. A state of the art system is
more than $2,000,000.

The process that this chapter describes provides a blanket dose that is essentially uniform
across the wafer. To selectively dope regions of the wafer, an implant mask must be used. A variation
of standard ion implantation is to focus the ion beam to a small spot and use this spot to provide a
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localized process capability. These processes are called ion beam technigues. For example, the ions
can be useq directly to provide lateral variations in the doping profile across a device. This r,nethod is
100 expensive and too slow 1o find widespread application in manufacturing. Ton beams are used
however, to repair mask defects and to selectively remove layers for diagnostic work. '

5.1 ldealized lon Implantation Systems

Ien 1mplfintatj0n systems can be divided into three components (Figure 5.1): the ion source, the
ac-celeratlon tube, and the end station [1]. The ion source (Figure 5.2) starts with a feed gas that ,con-
tains the desired implant species. Common feed gasses for use in silicon technologies are BF;, AsH

and PH;. lf'or GaAs technologies common gasses are SiH, and H,. Most implanters set up for 3g‘aseoua;
sources will allow any of several gasses to be selected by opening the proper valve. The flow of gas
can be controlled with a variable orifice. If the desired implant species is not available in gaseous
form, as shown in Figure 5.2, a solid charge can be heated and the resultant vapor used as the source

The material is heated in the oven and the vapor flows past the filament. For gaseous precursors, lhe.

oven is replaced with a simple gas feed. At high pressures, the electron current is of i
. - ! te
maintain a glow discharge. often suffcient (2

Ion acceleration

Beam sweeplng

Multiple heated
targel changer
for batch
preduction

Figure 5.1 Schematic of an ion implanter (afier Mayer ef al., reprinted by permission, Academic Press).
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Figure 5.2 Schematic for a Freeman ion source. Solids can be vaporized in the oven heater while gaseous
sonrces may be injected directly into the arc chamber (reprinted by permission, Elsevier Science, after Freeman
in Maver et al.).

The gas flows into an arc chamber. This chamber has two purposes: to break up the feed gas
into a variety of atomic and molecular species and to ionize some of these species. In the simplest
such systems the feed gas flows through an orifice into the low-pressure source chamber where it
passes between a hot filament and a metal plate. The filament is maintained at a large negative poten-
tial with respect to the plate. Electrons boil off the filament and are accelerated toward the plate. As
they do so they collide with feed gas molecules, transferring some of their energy. 1f the transferred
energy is large enough, molecular dissociation can occur. BF;, for example, breaks up into B, BY,
BE,, BF{, F*, and a variety of other species in varying guantities. Negative jons may alse be pro-
duced, but are less abundant. To improve the ionization efficiency, a magnetic field is often imposed
in the region of the electron current. This produces a spiral path for the electrons, dramatically
increasing the ionization probability. The positive ions are attracted to the exit side of the source
chamber, which is biased at a large negative potential with respect to the filament. The positive ions
then exit the source chamber through a slit. The resulting jon beam is often a few millimeters by 1 to
2 cm. The gas pressure in this part of the source is typically 1075 to 1077 torr, resulting in a stable arc
between the filament and the anode. Maximum jon currents are typically a few milliamperes.

The beam now consists of a variety of species, most of them ionized. The next task is to select
the desired implant species. In the previous example, we may want to select only the B* from the
beam and prevent the other species from continuing down the implanter. This is normally done with
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an analyzing magnet (Figure 5.3). The beam enters a
large chamber that is also maintained at low pressure. A
magnetic field perpendicular to the beam velocity exists
in this chamber. Balancing force and acceleration

AL 2
=B 6.1)

Saource

Figure 5.3 Mass separation stage of an ion implanter
showing perpendicular magnetic field and ion trajectory.

where v is the magnitude of the ion velocity, g is the
charge on the jon, M is the ion mass, B is the magnetic
field intensity, and r is the radius of curvature. If ihe ion
obeys classical mechanics,

q g Image

Dcor

ds 1o the disp! for an ion of M+8M.
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where V., is the extraction potential. The derivation of Equation 5.2 ignores the energy imparted to
the ions by collisions with electrons in the source. The spread of ion energies due to this effect is of
order 10 eV. Since the extraction potential is typically three orders of magnitude larger than this,
Equation 5.2 provides a good approximation of the true energy.

Another slit can be made in the mass analysis chamber such that only one mass {or more accur-
ately one charge to mass ratio) will have exactly the correct radius of curvature to exit the source
(Figure 5.4). The primary limitation to the resolution

Jon currant

of such a system is the fact that the beam has some
small divergence. This arises due to the finite slit size
g and small variations in the ion energy. Such a system
can, however, readily distinguish between the isctopes
of boron, B, and By,.

Combining Equations 5.1 and 5.2,

_Mv_ 1 M
r—‘q_g"g‘/;;vm (5.3)

Normally, the analyzing field is everywhere perpen-
dicular to the ion velocity and the inlet and outlets are
symmetric. Now assume that the field has been tuned
in such a way as to allow an ion of mass M to exactly
follow a circle of radius R. If an ion of mass M + &M
enters the filter the beam will be displaced by a
distance [2]: -

1181’F{

1 8M .
D=§Ew—[l—cos¢+%sm¢} {5.4}

Figure 5.4 Typical mass spectrum for a BF; source gas
{after Rvssel and Ruge, reprinted by permission, Wiley, see

{541).

Two masses are said to be resoived when D is larger
than the width of the beam plus the width of the exit
slit. The best resolution occurs when R is large and M
is small. (Due to beam divergence, L has less effect
than this simple analysis would suggest as long as it is

Magnefic field
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center of the wafer. To avoid this problem, most
jon implantation systems are equipped with a
bend. The beam passes between the parallel
plates of an electrostatic deflection system. The
neutrals are not deflected and so do not follow the
bend, but instead strike a beam stop. The ions are
sufficiently deflected by the plates to continue to
travel down the tube.

Near the end of the tube are additional sets
of deflection plates (Figure 5.5). In many
implanters both horizontal and vertical pairs of
plates are used in a manner analogous to a televi-
sion set. The beam is rastered back and forth and
up and down, writing uniformly across the wafer.
In systems designed for high throughput, the
beam is only rastered in one direction. Horizontal
rastering is done by mechanically moving the
wafer past the beam. This is done by placing a
number of wafers on the perimeter of a spinning

) Exantple 5.1 Mass Resolution —

If an analyzing magnet bends the ion beam through 45° and L = R = 50 cm, find the dis-
placement D that would be seen if B, is sent through the system when it is tuned for By;. If the
extraction potential is 20 kV, find the required field.

Since the difference in mass is 1 amu,

o

M_ 1
M 0 0

—_

and

D= %so cm 11—{] {1 — cos 457 + sin 45°) = 2.5 cm

; Since slit widths are typically a few millimeters, this analyzer could easily resolve these_ two
| . masses. Obviously, heavier mass species will be more difficult to resolve and may require a ) X, ®)
larger radius magnet. According to Equation 3.3,

Figure 5.5 Typical scanning systems for ion implanters.

disc. The wafers may be clamped, or as i
10% 167 X 1077 kg (A} Electrostatic rastering commonly used in medium current commen, held by cefm-i?’ugal force Tt?:re]sarx]g wa
B= 1 9 : 2% 1I0*V =013T=13%G machines. {B) Semielectrostatic scanning used on some high ’ ;
0.50m 1.6%X1079C cumrent machings. number of advantages to such a system. The

where the units of field are tesla (T) and kilogauss {kG).

of order a meter or more.) Most mass filters used for IC fabrication have filters with a radius of a
s. .

et ::Lﬁeraﬁon of the ions can be done either before or after the mass anaiysis. Accelerating first
reduces the likelihood that ions will lose their charge before reaching the sur.face of the wafer, -but
requires a much larger magnet. The following discussion wilt assume analysis }?efore a.ccelerauon.
This tube is typic- ally several meters long and must be mainta}ned ata relat:_vely high vacuum
(<107 torr). This is necessary to avoid collisions during acceleration. The' beam is first foS:used into
either a spot or a ribbon using a set of electrostatic lenses. It then enters a linear eiectrostat:lc af:celer—
ator. The accelerator consists of a set of rings attached to a voltage divider network. Ad}usung.the
power supply that feeds the divider network adjusts the ion enezgy. In thz_a event that the deg}r;d
energy is less than the extraction potential, an opposing or bucking p(.nermal can be applied. This
reduces the stability and spatial coherence of the beam however, and so is not often used.

The beam at this point is primarily composed of ions. Some neutrals may have reappeared.
Commonly, the neutrals are ions that combined with thermal electrons:

B, +e —By (5.5)

They may also be ions that collided with other ions in the beam undergoing afchargc exc.:ha.nge‘ N-eu—
trals are highly undesirable since they will not be deflected in e]ectrosu.mc end g;amm scanning
mechanisms. They will travel in a beam to the wafer where they will continuously implant near the

wafer does not have as large a thermal load, since

a batch of them are implanted at the same time.

The angle of the beam with respect to the wafer
remains unchanged in the mechanically scanned direction. The total pump down time is reduced by
loading a batch of wafers simultaneousty. In many such systems, two wheels are mourted in a side-
by-side configuration. This allows one wheel to load and pump down while the other is being
implanted.

In some modem high-current machines, the wafers are also scanned mechanically in the radial
direction as well. Electrostatic scanning requires the formation of an intense narrow beam. Because
the beam current in high current machines is large, the increased electron density will canse the beam
to expand or bloom. These space-charge effects lead to poorly controlled electrostatic scanning.

Finally, one needs to control the dose of the implant. This is done in the end station by placing
the wafer in a Faraday cup. The cup is simply a cage that captures all of the charge that enters it. The
ion current into the wafer is measured directly by connecting an ammeter between the Faraday cup
and ground. The dose is just the time integral of the current divided by the wafer area. Electrical cur-
rent is easy to measure over a broad range of values. For a 6-in. wafer, typical values for implant cur-
rent range from § A to tens of milliamperes. To accurately measure the dose one must guard against
errors due to secondary electron ejection. This process will be described in more detail in Chapter 10.
It involves the creation of large numbers of electrons, many of which have sufficient energy to escape
the wafer, when a high-energy ion strikes the surface of the wafer. To prevent secondary electron
dose errors, the wafer is biased with a small positive voltage. This bias, typically tens of volts, is suf-
ficient to attract all of the secondary electrons back to the surface of the wafer where they are reab-
sorbed. The ion current may represent a considerable source of energy to the wafer.

energy = fpower dt = [IVdt = V{Idt = VQ (5.6}
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As an example, consider a typical source/drain implantation for an FET. This would involve 5 X 10"
atoms/cm? at an energy of 60 keV. Photoresist is commonly used as the implant mask. The energy
deposited in a 200-mm. water is about 20 kJ. This is enough 1o saise the ternperature of the wafer by
gver 500°C. Furthermore, the energy is not deposited uniformly through the wafer, but rather in the
top 1000 A or so. Since photoresist is a pocr thermal conductor, it can get quite hot during an
implant. The photoresist may fow or be baked to such an extent that it is difficult to remove after
the implant. This is particularly true at the edge of the wafer, where 2 thicker bead of photoresist can
form. To avoid these problems the end stations ofien come with provisions 10 cool the wafer and
thereby control the temperature. The other problem often seen in implanting through a resist mask is
outgassing. The ions striking the surface break apart the organic melecules in the resist leading to
the formation of gaseous H, that evolves from the surface, leaving behind involatile carbon [31.
Heavily implanted resist layers often have a hardened carbonized layer near the surface that is diffi-
cult to remove later. The outgassing can raise the pressure in the end station sufficiently to cause
neutralization of the beam through impact with the H, molecules, resulting in significant dose rate
errors [4].

5.2 Coulomb Scattering®

Figure 5.6 Typica! scattering problem. Figure inset

Incident ion

Coulomb scartering is usually discussed while studying classical mechanics. This topic is very rele-
vant to any discussion of ion implantation. The typical scattering experiment is shown for the labora-
tory frame of reference in Figure 5.6. One usually thinks of the atoms in the wafer as having a neutral
charge. The incident iens, however, ate traveling at energies that allow them to penetrate the electron
cloud around the nucieus of the atoms in the wafer. As a result, the target jons are mote appropriately
treated as charged ions with a screening cloud of electrons. The target ion is initially at rest in the
laboratory frame of reference. An ion approaches with an incident velocity v and an impact para-
meter & {the distance of closesl approach between the centers of the two atoms if no scattering

were to occur). The target ion is assumed to be free.

Once again, this is a good approximation for the high-

incident ion energies commonly used in micro-elec-
4 tronic fabrication.

The objective is to calculate the amount of energy
transferred to the target atom during the collision. The
solution of this problem requires the conservation of
energy, momentum, and angular momentum. The calcu-
fation is more involved than is warranted for our pur-
poses and normally involves a translation into center of
mass coordinates. It is covered in many undergraduate
N classical mechanics texts. Let us simplify the problem
by considering the two balls to be hard spheres that scat-
ter elastically, If p; and p, are the final momenta of the
incident and target spheres and p, is the initial momen-
tum of the incident sphere,

Target ion

Pt P=Po 5.1

Conserving angular momentum,

shows electrostatic potential as a function of distance

between the nuclei. The impact parameter is labeled b.

L+L=L=pb 5.9)
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Conserving energy,

2 ] 2
Pi Py P

L

2 2m | 2m, (5.9)

Then one can show that the energy lost by the incident sphere is

2
BsE=E|1- sin“ ¢
[ cos@sing + cosgsind| - 5.10)

Thus, the energy loss is proportional to the inci
v incident energy and depends on the i
These angles depend on the ion masses and the impact parameter. > " (he scattering sngles.

5.3 Vertical Projected Range

Fl?lul'.e 5.7 The total distance that an ion travels in the
solid is the range. The projection of this distance along the
depth axis is the projected range. R,.

ThlS section will use the scattering results to discuss what happens to the energetic ions i
1mpla_nter once they reach the surface of the wafer. Some models that have belfn dewalS ::l .
::nsc(;';bc‘: this P]r]o;:ss \'”ill;e discussed qualitatively, and the difficulties of ion implantation ?r? moctlo
m devices wi pointed out. When an enetgetic ion enters a solid, it wi i .
dfstance {l?at the ion travels in the semiconductor is its range, R (F]ig;llrlewﬁfg)'?igsl[:i::cﬁssisl;iriﬁ Trl::e
:;c;:sl ;e&l:osé the cl:n;,rgy loss depends on the impact parameter. Since the ion is entering a sc:]icl,p the
fons in the Caa:;:l; hzzz a range of |4mpact paran'-leters. As a result, the nature of the energy loss
et dismm,mons g‘u ap]l)roxlmallofl, be considered probabilistic. For a given flux of ions a
range Of Qs e lhw1 result. For a umfnrm bea}m t_he quantity of interest is net the total distance
trave , her the average depth. This qu?.nmy is the projected range R,. The energy loss in
t e target material is the result of two mechanisms [5]. The first is ion—electron interactions. Thi
involves not only_the valence electrons, but also the core electrons of the host material Sincea- li
deal of the space in the crystal is made up of the electron clouds from the atoms, many -of these i]g:t:?-
actions will occur. Even if the electren is not in the
Iacldont path of the jon, energy may be transferred through
ion f:oulomb interaction. For a typical semiconductor
implant bundreds of thousands of these interactions
occur. Furthermore, the mass ratio between the ion and
an electron is of order 10°. Any single electron ion
interaction witl not dramatically alter the momentum
of the incident ion.

Due to the large numbers and small individual
effects involved, these discrete interactions can be
approximated by a continuum mechanism. That is, the
effect of the electrons on the ion is very much like a
particle moving through a fluid. A viscesity due to the
electrons can be assigned to the crystal media. In that
model, there is a viscous drag force assumed to be pro-
Portional to the velocity for energies of interest to typ-
ical microelectrenic applications:

Fpocvx VE {5.11)

Scatiering
event

el
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Since the ion must do work to move through the media, this force can also be expressed as an energy
gradient. The energy loss per unit length due 1o electronic stopping is given the symbol S, and

s,=E| =k VE &12)
dx
where k, is a constant of proportionality that depends on the ion and target species as [6]
[ ZZ M+ My»”
k,® |—— e 5.13
N MM, ZP+ 2 13

In Equation 5.13, Z is the charge number (number of protons) and M is the mass (neutrons plus pro-
tons) for the incident and target ions. At very high energies the viscous fluid mode} can no longer be
invoked. Instead, S, peaks and decreases as the incident ion energy is raised further.

The ion interaction with the lattice ions is very different from the interaction with the electrons.
Consider for the time being an amorphous solid. It is known experimentally that ions penetrate
semiconductor crystals to depths of thousands of angstroms. Since the atomic spacing is of the order
of angstroms, about a thousand interactions can occur. Furthermore, the incident and target ions
have masses of the same order of magnitude. It is possible for the incident ion to be scattered at a
large angle telative to its incident velocity. As a result, nuclear interactions cannot be treated as a
continuum. Instead, they must be treated as a series of discrete evenis. As described in the previous
section, the angle at which the ion is scattered will depend on the impact parameter and on the
masses and relative positions of the two ions. This means that the result of any interaction depends on
all of the interactions that occurred previously, back to the first atomic layer of the solid. Since the
jons are uniformly distributed over the surface of the wafer as they enter, a statistica} distribution of
depths will result.

To first order, Gaussian distributions can be used to model the range of depths that an ion
might reach. Thus, the impurity concentration as a function of depth in an amorphous solid will be
given by

¢ —lx— RIPAR
N(x) = —2— ™~ RIAE;
¢ V2TAR,

where R, is the projected range, AR, is the standard deviation of the projected range, and ¢ is the
dose. The normatizing factors are chosen such that the integral of the profile from x = 0 to = gives
the dose. Due to the statistical nature of the jon implantation process, the ions will ajso be scattered
laterally, penetrating past the edges of the mask. The profile must thesefore be considered in two
dimensions, with both lateral and vertical standard deviations.

To find R, one must determine the S,, the energy loss of the incident ion per unit length of
travet due to nuclear stopping. The theory of nuclear stopping is invelved. The reader, if interested, is
referred to Dearnaley et al. [2] for an excellent treatment. Ti can be qualitatively described by the
charged sphere model described in Section 5.2. The energy transfer during any collision will be a
sensitive function of the impact parameter. The lower the impact parameter, the greater the energy
loss. The average energy loss will also be a function of the ratio of the mass of the ion to that of the
target atom. The smaller this ratio, the larger the average energy loss per collision will be. Finally,
the average energy loss will be a function of the energy itself. The solid atom is chemicatly bonded.
It is sitting in an approximately parabolic potential minimum. At jon low energies the average colli-
sion does not transter enough energy to break this bond. The result is an elastic collision. The ion

5.14)

Energy loss (keV/um)

Figure 5.8  Nuclear and electronic components of S(E} for
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may change direction, but it will not lose mu i
s 5 ch energy. Thus, §, is expected te incr ith i
energy at low energy. The momentum transfer is given by " i case with fon

Ap = [Fdr {5.15)

At h-lgh velocities the collision time becomes so short that the energy loss decreases. Thus, S, has a
maximum at some energy. The maximum value of S, can be approximated by the relation o

_ _ ZZ, M
5o =28x% 107 ¥ eV-cm? ! L
eV-cm SRM M {5.16)
where
— (72 23
Z=[zF + 2" 5.17)

5, has a weak energy dependence. Fi

. . Figure 5.8 shows the nuclear and electroni

for several commen silicon dopants as a function of energy {7, 8]. Flectronic components of S(E)
Once §,{E) and 5,(E) are known, one can perform the integral

R=F'dr=fo dE _ [*_dE
L e dEldx ~ J; 5, +38,

{518}
fo get the projected range. Once known, the projected range can be used to estimate {9] AR,
)
[l VM,

107 - B~ Ak, = %Rp [M—,I’%,] &19)
o iz z To a}roid these complications, the projected

- — range and its standard deviation are often obtained

i} from LSS (Lindhard, Scharff, and Schiatt) tables [10]

g P ;::/ Z § or Monte Carlo -simulations. These tables represent

4)(/ ™ calculated values _thal assume a particular model for

z // Za e '\\\ Lhe_ electron density distributions of the ion and the
10 N solid atoms. The range values predicted by this model
agree well with experimental results for concentrations

! close {0 the maximum. Figure 5.9 shows the projected

! range and implant straggle for several commonly

N, implanted impurities [11]. ‘

Additional moments can be added to the profile

:f :I:::::;,‘“’W"‘F lo.help describe the behavior at lower concentrations

gt 5= et it L:tt:l;ml (Figure 5.10). The ith moment of a distribution is

N 100 10gp  defined by
Energy (xe¥)

m = fﬂ (x — RYN(x) dx {5.:20)

several common silicon dopants as a function of energy

{afier Smith as redrawn by Seidel, “Ion Implantation,”
reproduced by permission, McGraw-Hill, 1983).

The first moment is just the normalized dose. The sec-
ond moment is the product of the dose and ARZ. The
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< 3000 » = expressed by the kurtosis B, where
2000 500 "
4
/ Y =— {5.22)
1000 siiicon AR}
S
0
o ] 50 100 . 150 200 oy The larger the kurtosis the flatter the top of the Gaussian. Normal Gaussians have a kurtosis of three.
Energy {(ke¥) © Energy (keV) The values of v and B can be found by performing Monte Carlo simulations [12], or more directly,
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Figure 5.9 Projected range (solid lincs and left axis) and Z“a")‘i“ﬂ devi::i;’r('é;i:‘f Ee:cla’;e:a;fi:lgoh; aéﬂ:i;é‘:&:mqu Boron in silicon is a rather special case. This distribution is most often described not by a modi-
(B) p-type. and {C) other species 1113 )a :élﬁ);l s:::uat?;ﬁdamﬁor:}éeibbom gy fied Gaussian, but instead by a Pearson type 1V distribution. Expressing this distribution in terms of
several implants into (F) $i0; and photoress: -
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the first four moments of the Gaussian

In[bg + by(x — R) + bhx — RY]

nix) = n{R)exp TR
£ bt 2 - [sz(x -R)+ b1]
;; 523)
_ug where
ARX4B - 379
i AhLEIS 24
b 108 — 129 — 18 ©24
g+3
= —yAR, ———F - —
Degth b=~ o — 1247 — 18 625
and

Figure 510 Curve (a) shows a standard Gaussian. (b} A
negative skewness, which moves the peak slightly deeper
and adds a tail extending toward the surface. (c} A large
wurtosis fattens the peak of the distribution.

2B—3y -6

b= " s — 1242 - 18 (5.28)

5.4 Channeling and Lateral Projected Range

ingle-crystal material another complication can apse Channeling can oceur

When implanting into s
when the ion velocity is paratlel to 2 major crystal orientation. In this situation, some jons may travel

considerable distances with little energy loss (Figure 5.11), since nuclear stopping is not very effect-
ive and the electron density in a channel is low. Once in a channel, the jon will continue in that direc-
tion, making many glancing internal collisions that are nearly elastic until it comes 10 Test of finally

dechannels. The latter may be the result of a crysial defect or impurity. Channeling is characterized

by a critical angle ¥ (Figure 5.12)
¥ =973 f%ﬁ 5.27)

where E is the incident energy in keV and 4 is the atomic spacing aong the ion direction in A. For
ions with velocity vectors much larger than ‘¥ away from a major crystallographic orientation little
channeling will occur {13]. The channeling direction need not be close to the initial jon velocity.
A scattering event inside the target can redirect the incident ion along a crystailographic orientation,
but the probability of this occurring is small, and so this effect is untikely to produce a substantial
distortion near the peak of the imptant profite.

Channeling can produce a significant tail on the implant distributions. The effect is particularly
pronounced when implanting light atoms on axis into a heavy matrix since the jon’s atomic radius is
much Jess than the crystal spacing.

To avoid this tail, most IC implantation is done off axis. A typical tilt angie is 7°. To reduce the
probability of an inadvertent line up of the crystal planes, a twist angle of about 30° is also commonly

used [141. Some jons will still scatter along the crystal axis, and channeling effects will siill occur-
Another way to minimize channeling is to destroy the lattice before implantation. Preamorphization
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of silicon can be done with high doses of Si, F, or Ar before the dopant implantation. This will be
covered in more detail in Section 5.6. Some channeling reduction has also been reported by implant-
ing through a thin screen oxide to randomize the ion velocities before entering the crystal. This has
the disadvantage of unintentionally implanting oxygen due to recoil or knock-on effects.

5.5 Implantation Damage

One component of energy transfer when a high-energy ion enters a wafer is collision with lattice
nuclei. Many of these atoms are ejected from the lattice during the process. Some displaced substrate
atoms have sufficient energy (@ collide with cther substrate atoms to produce additional disptaced
atoms. As a result, the implantation process produces considerable substrale damage that must be
repaired during subsequent processing. Furthermore, if the implanted species is intended to act as &
dopant, it must occupy lattice sites. This process of moving 2 large fraction of the imptanted impuri-
ties onto lattice sites is known as impurity activation. Both damage repair and implant activation are
normally done by heating the wafer (annealing) after implant. Often the anneal accomplishes both
tasks simultaneously. For that reason, these two processes will be treated simultaneously. The activa-
tion of implants into GaAs will not be treated in this chapter since this is now most commoniy done
by rapid thermal annealing, the subject of the next chapter.

Since the energy loss per collision by nuclear energy transfer is typically much larger than the
binding energy of the atom in the lattice. the crystal is damaged when it is implanted. There exists 2
threshold dose ¢, above which the damage is complete [15]. That is, after the implant no evidence of
long-range order exists, and the surface of the substrate is rendered amorphous. The critical dose
depends on implant energy. implant species, target material, and substrate temperature during
implant-ation. Figure 5.13 shows the critical dose for several impurities in silicon as functions of the
wafer temperature. At high temperatures, the substrate self-anneals, and the threshold dose becomes
very large. Threshald doses for light jons are also large since a greater fraction of the energy loss is
electrenic.

As an ion passes through the crystal, point defects consisting of interstitials and vacancies are
created by direct interaction or through collisions with recoiled target atoms. The defects created by
the implantation process are called primary defects [16]. Figure 5.14 shows a Rutherford Backscat-
tering Spectroscopy (RBS) spectsa for an unimplanted wafer and a wafer implanted with 2 X 16"
em~?2 boron at 200 keV, RBS uses the scattering of He ions during an implant to determine the
species present in the wafer. The dashed line represents the contribution of the random component of
{he beam to the spectra. The shaded area represents the signal from the displaced silicon atoms. From
the area of the shaded region, it is estimated that the interstitial silicon concentration is 7 X 10"
cm~2 roughly 35 times the implant dose.

Secondary defects occur when an implanted wafer is annealed. As previously mentioned, point
defects have a high energy in the crystal. This energy can be reduced by recombination or by
agglomeration into extended defects [17]. Typically, these defects take the form of small point defect
clusters such as divacancies or condense into higher dimensional defects like dislocation loops. For
boron implanted into sificon, it appears that secondary defects occur when the Si nterstitial concen-
tration produced by the implant is =2 X 108 e~ Tons such as P or 5j that have masses comparable
{0 that of silicon have larger critical interstitial concentrations, typically about 5 X 10'8 cm™?. It has
been suggesied that implant light atoms like B form isolated defects while heavier ions form more
extended defects [18]. The interstitials created by moderate mass jons are bound in these defect clus-
ters, and few are free to agglomerate in larger extended defects. Schreutelkamp et al. [16] have
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1000/T(K} unimplanted wafer. The curve labeled (a) is a wafer after a
9 % 10Y B implant at 200 keV. The dashed line represents

Figura 5.13  Critical implant dose required to amorphize a the component of the spectrum corresponding to the

silicon substrate as a function of substrate temperatore for
several common silicon dopants {after Morehead and
Crowder}.

remaining crystalline silicon. The shaded area represents the
contribution of displaced atoms {reprinted by permission of
Elsevier Science, after Schreutelkamp et al.).

shown that secondary defects do not form for heavy ions (Z > 69} except for MeV implants. Even
then, the critical interstitial concentration for a heavy ion like St exceeds 10" cm ™2 Heavy ions,
therefore, tend to amorphize the subsirate before secondary damage is generated.

Annealing processes that minimize secondary defects are of considerable technological inier-
est. In these applications, high temperatures are required to ensure that all of the dopant is activated
and few residual extended defects remain. Isochronal annealing curves display the active carrier con-
centration normalized to the dose as 2 function of the annealing temperature for a fixed anmealing
time. Typical times are 30 or 60 min. Unless otherwise stated, the anneals are done in nitrogen.
Figure 5.15 shows the result of an isochronal anneal experiment for boron [19]. At low temperature
the carrier concentration is dominated by point defects. As the anneal temperature is raised, point
defect repair begins with some vacancies capturing nearby interstitials. This reduces the net irap con-
centration in the substrate, raising the free carrier concentration. In the 500 to 600°C range the dif-
fusivity of the defects is raised sufficiently to cause agglomeration and the formation of extended
defects. This is particularly true at higher boron fluences where the damage is large. Finally, at high
temperature, these extended defects are annealed out and the active carrier concentration approaches
the implant dose. This requires temperalures of 850°C to over 1000°C, with high fluence implants
requiring the highest anneal temperatures.

When the substrate has been rendered amorphous, either due to the implant itself or because of
a preamorphization step {Section 5.6), the crystallinity is repaired by solid phase epitaxy (SPE). In
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Figure 5.15 Fraction of implanted boron activated in

silicon for several isochronal anneals fafter Seidel and
MacRae, reprinted by permission, Elsevier Science ).

The major concern with SPE regro
include not only simple 1-D defects like disiocation loops, but also 2-D and 3-D defects like twins

theory, the crystal reforms using the underlying
undamaged substrate as a template. In so doing, most
of the impurities are incorporated into the growing lat-
tice on nearly equal footing with the displaced sub-
strate material. In discussing the annealing behavior of
these amorphous layers, one must.first recognize that
amorphous layers need not extend 1o the surface. Fig-
ure 5.16 shows the damage induced in the substrate
versus depth for a variety of arsenic implants [20].
Obviously, the degree of damage near the surface is
much less than that further into the substrate. Buried
amorphous layers are therefore possible by using high-
energy implants. Defects must penetrate the crystalline
region before reaching the surface and being annihi-
lated. Furthermore, SPE regrowth fronts will begin at
both sides of the amorphous region. The plane where
these fronts meet contains defects that can degrade
device performance [21].

Generally, the annealing process for an amor-
phous layer involves an SPE regrowth of the layer.
This regrowth can be done at temperatures as low as
600°C, since the regrowth velocity of silicon at this
temperature is greater than 300 A/min for {100} and
about one order of magnitude less for {111} [221
(For high-dose implants the SPE rate depends on the
implanted species.) Thus, a 30-min anneal at 600°C
will regrow almost 1 pm of materia, which is well
in excess of the amorphization depth of any reason-
able implant. The activation of impurities occurs at
much lower temperatures because of SPE. Figure
5.17 shows isochronal curves for the activation of
phosphorus in single crystal and amorphous materi-
als. A large percentage of the implant is activated
even at 550°C.

wih of amorphous layers is residuai defects. These layers

and stacking faults. The defects may originate from microislands of single-crystal material that are

slightly displaced from their original position or become displaced during the SPE. These islands
also serve as nucleation centers for regrowth. Defects will be formed when these disparate growth
fronts meet. To reduce the concentration of the defects to an acceptable level, high-temperature
anneals are usuaily required {of order 1000°C} {23]; however, even these high-temperature anneals
may not be sufficient to remove all of the damage. Figure 5.18 shows the annealing characteristics of
high-dose arsenic implants. Even after 1000°C anneals, residual damage remzins. The damage is con-
centrated in the regions near the edge of the implant. High-tempezature anneals also allow the activa-
tion of impurities in the implant tail regions, outside the amorphous layer. To avoid excessive
diffusion during the high-temperature anneal, the point defect concentration is first lowered by a low-
temperaiure SPE step.

kev
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Figure 5.16 DPamage density distribution for 100 keV arsenic implanted into silicon with dose as a parameter
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1000°C

Figure 5.18 Cross-sectional TEMs image of implant damage in submicron
areas for a high-dose arsenic implant (5 X 10'* cm ™2 at 25 keV) immediately
after implant, after an 800°C anneal, and afier 2 1000°C anneal. Notice that even
at the highest temperature residual damage remains at the edges of the implanted
regions (reprinied by permission of Elsevier Science, after Gyulai [S3]}.

5.6 Shallow Junction Formation™

In the production of very small devices, it is necessary to reduce the junction depths. Most of &.le
work in shallow junciion formation has concentrated on the formation of very shallow sourceidriuﬂ
junctions for submicron CMOS. Since boron has a much larger diffusivity than arsenic, shallow P fa
junctions have proven to be the more difficult to form. This section will therefere concentrate on
shallow P* junction formation, but many of the techniques have been applied to n-type diffusions as
well. One of the most popular techniques for shallow junction formation, rapid thermal processing, 18
explicitly excluded since it will be covered in detail in the next chapter.

5.6 Shatlow Junction Formation nz

The formation of shaliow boron junctions is limited by three effects. The boron atom is very
light. As a result, it has a deep implant projected range. Lowering the implant energy (o less than
10 keV by bucking the extraction potential is often undesirable due to concerns with beam stability.
One way to solve this problem is to use molecular implants. The molecule is believed to dissociate
upon impact. BF, has been a popular molecular implant species. The kinetic energy associated with
the boron atom is given by

Ep = Egp, ;;%; = Egp, % (5.28)
assurning that the mass 11 isotope of boron is used. Due to problems associated with fluorine electri-
cal activity and defect cluster formation {24] and the increasing availability of very low energy
implantation equipment, the use of BF, for shaliow P* junctions is declining.

The second problem associated with shatlow junction formation is channeling. Even in ean-
domty oriented wafers channeling cccurs {25] due to boron’s high probability for deflection into a
major crystallographic direction. This effect can be minimized by preamorphizing the wafer with a
high-dose implant of a heavier atom before boron implantation. Ore popular choice is germanium.
Ozturk and Wortman [26] have demonstrated about a 20% reduction in the junction depth (assuming
N, = 10" cm™?) when the wafers were preamorphized with a low-energy Ge implant a1 a dosage of
3 % 10" cm ™2 before BF, implantation. No difference in diode characteristics was seen [26]. Junc-
tion depth reductions in excess of 40% have been reported for atomic B implants that are preamor-
phization with silicon implantation [27]. One disadvantage of these techniques is that the amorphous
region must be recrystallized, and this recrystallization may leave residual defects. .

The third problem associated with shallow junction formation is the anomalous diffusion that
occurs during the high-temperature anneat [28]. The effect is most pronounced in the tail region 291
This effect is sometimes called the fransient annealing effect. 1t has also been observed for phospho-
rus implants [30]. The cause is still uncertain, One model suggests that since only about 20% of the
boron is substitutional as implanted [31], the anomalous diffusion cccurs interstitially [32]. This
maodel fails to explain the anomalous diffusion effects when the implant is done on axis. This latter
result has reinforced theories that the transient diffusion effect is associated with damage and, in par-
ticular, with extended defects formed during annealing [33, 34]. More recently, Schreutelkamp has
proven that the transient diffusion mechanism for boron in silicon is the addition of the kickout-diffu-
sion mechanism {sec Chapter 3). Due to implant damage at the beginning of the anneal, a high con-
centration of self-interstitials is present. These interstitials kick out the substitutional boron to
interstitiai sites where it rapidly diffuses. As the damage is annealed, the excess self-interstitial con-
centration drops and so diffusivity decreases untit late in the anneal when extended defects are anni-
hilated and give up excess interstitials that again drive the transient diffusion process.

The use of molecular implants such as BF, to reduce the effective dopant ion implant energy
has already been discussed. Fluorine may reduce junction depths by combining with point defects in
the silicon and therefore reducing the diffusivity [35, 36]. This has been demonstrated for B, As, and
P in silicon. Fluorine, however, seems 1o cluster in the damaged region of the implant and can result
in void formation in these areas.

A great dea! of emphasis has been placed on reducing the implant energy. Many manufacturers
of ion implant equipment are pushing their systems to a few keV [37). At these low energies channel-
ing effects become extremely important, and may increase the junction depth by as much as a factor
of 2. Furthermore, the critical angle for charneling increases (Figure 5.12). Using a 0.5-keV BF,
implant into a preamozphized substrate, Kase et al. produced P™/n junctions less than 0.02 pm {38].

At these extremely low energies, beam stability is a serious issue, particularly for the large flux
densities typicatly used in source/drain and emitter regions. The problem, often called space charge
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effects, is that the charged ions repel each other. At low energies, the time of flight is much longer,
leading to expansion or “blooming” of the ion beam [39]. New generations of implanters, designed
for operation near 1 keV, often involve broad beams, which reduce the flux density, and/for much
shorter beam lengths. In some cases the acceleration stage is eliminated altogether. Thus the distance
between the extraction slit and the wafer stage can be ~ 10 cm.

As MOSFETs have scaled toward 0.1 wm, predicted source/drain 1o substrate junction depths
are approaching 0.05 pm. 1t bas become increasing clear that even extremely low-energy conven-
tional ion implantation will not be suitable for these processes. Implant damage removal typically
requites temperatures of L000°C or more. The problem is aggravated in these shallow junctions
because the implant damage is 5o close 1o the eventual junction that it can lead to significant leakage.
A number of groups have begun to investigate potential “postimplant” options for forming extremely
heavily doped shallow junctions.

The first option is to use a layer on top of the silicon as a diffusion source. Some of the early
work of ibis type used either polysilicon or a doped glass. Silicides have become popular for this
application, since in many cases, siticide layers are required on top of the silicon for the eventual
device (see Chapter 17). Furthermore impurities can be implanted into the silicide where the damage

¥ can easily be annealed at low-temperature, and then diffused into the silicon. This process is some-
times called SADS (siticide as a diffusion sourcey [40. In addition to the reduced thermal cycles
reguired for damage annealing, the SADS process may reduce junction depth by reducing point
defect concentrations in the siticon due to silicide formation {41].

A second option for forming ultrashallow junctions is the use of a glow discharge, rather than
an implanter, as an ion source. (Glow discharges are reviewed in the second half of Chapter 10.)
Plasma immersion doping, as the process is called, allows a large fluence of very low-energy ions
without the blooming effects described above. Depending on the type of plasma being used, the
wafer bias may be controlled extemally. Felch et al. used pulse biasing to control the ion energy and
were able to form extremely shallow P*/n junctions using a BF, discharge [42]. Similar results have
been obtained for N*/p junctions as well [43]. In many cases it is much more challenging to control
the implant dose in this kind of process, since a variety of charged and neutral species may enter and
leave the wafer during a typical plasma process.

The implant step produces a nearly amorphous layer with about twice as many oxygen atoms as sili-
con near the projected range. To minimize surface damage the wafer must be held at temperatures of
at least 400°C during the implant [46]. This is very important because the amorphous oxide layer that
will later be formed under the silicon prevents a recrystallization from the undamaged portions cfhe
substrate. The implanted oxygen will also tend to diffuse from the projected range to form a broad flat

) {c) 1200° annealed

: - . {d) 1150°C +

5.7 Buried Dielectrics* e  1250°C annealed
Thus far only one application of implantation, the introduction of dopants into the semicenductor i - B -
substrate, has been discussed. A second application of the process is in device isolation. In GaAs : .
technologies, this is a widely applied technique used 10 provide a surface isolation between adjacent
devices fabricated in a conducting layer on ag insulating substrate. Protons (H") are used most com-
monly, although other materials have been investigated. From an implantation process standpoiat,
there is litile difference between this application and doping. We will therefore defer any further dis-
cussion of this isolation techoique until Chapter 17. This section will cover the use of implantation 10
form siticon on insulator (SOD. This is done by performing a high-energy implant of N* to form
Si;N, in a process called SIMNI {44] or by performing a high-energy implant of OF 1o form SiQ, ina
process called SIMOX. The latter is much more popuiar.

Separation by [Mplanted OXygen (SIMOX) was first reported by Izumi et al. [45]. The advan-
tages of forming a buried insulator include increased radiation hardness, increased circuit speed, and
increased packing density. The typical SIMOX process involves implanting the wafer with 150 to 300
keV O at doses of about 2 X 10' cm™>. For most implanters, this involves a very leng implaniation
ﬁmeﬂ‘n the implant is done on axis to intentionally channel and minimize the near surface damage.

figure 5.19 . Cross-sectional TEMs of SIMOX layers for different anneal conditions. Samples were implanted
at 150 keV with an oxygen dose of 2.25 X 10" cm™ (after Lam, reprinted by permission, © 1987 IEEE}).
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concentration plateau if the wafer is held at about 500°C during the implant. The oxygen concentration
in this region is the atomic concentration required to form Si0; [47}.

Following the impiant a very high-temperature step must be done 1o form the oxide. Typically
she anneal is done under a deposited oxide cap. The anneal conditions are at least 1300°C for several
hours. Some authors recommend annealing at temperatures over 1400°C {48]. Figure 5.19 shows 2
set of cross-sectional transmission electron micrographs of SIMOX wafers after various thermal
anneals, Obviously, the crystal quality of the surface layer improves dramatically with anneal tem-
perature. Residual oxygen atoms Ieft in the implant tail also serve as thermal donors that can affect
the carrier concentration in the active device regions. Fortunately, thermal anneals of 1300°C also
reduce the thermal donor density to less than 10" cm 3 (491

Potential problems with SIMOX include heavy metal impurities that lead to enhanced junction
leakage, pinhole density, material quality, and thickness uniformity. Metallic contamination is pre-
sent in all implants; however, typical SIMOX implant doses are nearty a thousand times those of con-
ventional source/drain implants. The implanter components must be carefully designed for SIMOX
use o avoid this problem. For example, silicon apertures and beam stops may be used rather than
stainless steel or tungsten, Pinholes in the buried oxide occur when & particle is on the surface of
the wafer during the SIMOX impiant. The particle screens or partially screens the O, implant. The
result is a singularity in the dielectric as it rises 1o the surface. Careful wafer cleaning and attention to
particulate controi can minimize this prablem. Another concem is the dislocation density in the sur-
face silicon. Although the material quality has improved dramatically, it still has of order 107 disloca-
tionsfem?. CMOS ICs can be fabricated quite well in SIMOX material, and 256k SIMOX SRAMs
have been reported. Recently, even bipolar for BICMOS applications have been fabricated in this
technology. Minority carrier lifetimes of about 1077 sec have been observed.

One of the primary concerns for SIMOX is still cost, particularly in commedity components.
Recently, implanters have been specifically developed for the SIMOX process to address these con-
cerns. Beam currents in these systems typically exceed 100 mA, allowing higher throughput and
therefore reducing cost. Using these imptantess, metallic contamination has been held to less than

10! cm~? and pinhole density less than 0.2 cm?. Thickness uniformity of the single crystal layer is
approaching 50 A over 6-in. wafers.

5.8 lon Implantation Systems: Problems and Concerns

Modern implanters have several technical problems that the idealized system described at the begin-
ning of the chapter did not address. This section will review some problems besides damage anneal-
ing, that make the life of implant engineers interesting. Figure 5.20 shows a common problem for
implantation of wafers with topology: shadowing. Any nonplanar masking layer will cast an implant
shadow because of the tilt and twist angles of the implant. Within the past 5 years the decrease in the
allowable thermal cycles and resultant diffusion, along with the increasing reliance on self-aligned
struciures to minimize parasitic capacitance, has increased the importance of shadowing effects. Ina
typical example, the -V characteristics of an MOS transistor will be asymmelric with respect (0 the
choice of source and drain contacts. The newest generation of implanters allows both the implant
angle and the twist to be varied while the wafers are under high vacuum. This allows multiple
implant angles to be run efficiently. Often four angles are run in a “quad” arrangement.

The problem of shadowing can be further exaggerated by using simple electrostatic scanning as
shown in Figure 5.21. The scanning plate deflection can cause the implantation angle to vary from 5°
to 9° across the wafer unless a second set of plates is added to compensate this effect. Another prob-
tem with the tilt angle in electrostatically scanned implantation systems is that the dosage of the

“’?" -

Source/drains

Figure 520 Simple shadowing example for deeply scaled
MOSFET. As a result of the tilt angle one of the
sourcefdrain diffusions does not extend to the channel
Jeading to poor [-V characteristics.

Deflection plates

Wafer

Figure 5.21
incident beam and the surface normat in simple
electrostatically scanned systems.

Variability of the angle between the
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wafer will vary from one side to the other. The prob-
lem becomes more pronounced with large wafers
where the electrosiatic angle can be 2° or more. High-
current ir_nplamers, in which the wafers are mechani-
cally scanned in both directions, do not suffer from
this problem; however, the wafer in these systems
heats during the implant unless carefully cooled.
Because of this heating and the edge clamping process
used, the wafers frequently flex, causing further
implant angle uncestainty.

The increasing use of large-diameter silicon
wafers makes the task of producing highly uniform
implants more difficult. Current and Keenan have also
demonstrated that production implanters can have con-
siderable variability from machine to machine, partic-
ularly at low dosages [50]. Besides the problems
discussed in the previous section, dose rate monitoring
errors can be present due to several effects. Any neu-
tral species that strike the wafer will not produce an
electric current and so will not be counted. Neutrals
can be produced in the beam by recombination with
residual gas atoms or thermal electrons [51]. Dosage
errors can also be the resuit of incomplete secondary
electron recapture. To prevent this probiem, the wafer
is held in a Faraday cup and the stage is typically held
at a small positive bias. Electron flood guns are also
commonly used to maintain charge neutrality and
compensate for secondary electron loss,

Ion implantation is often assumed to be an
extremely clean process. It is done in high vacuum,
and the implant species is selected 1o correspond 10 the
desired isotope of the desised species. Implanters have
four types of commonly seen contamination. As with
all processing equipment, one type of contamination is
particles. If the particles fall on the wafer before
implantation, they will screen the wafer from the
implant. A later clean may remove the particle, but its
unseen shadow remains behind as a virtualiy unde-
tectable killing defect. Most particles are caused by
improper wafer handling, improper pump down proce-
dures, clamping procedures, the use of unfiltered gas
for venting, and in high cutrent systems, the spinning
disk [52]. The use of clampless wafer mounting in par-
ticular, has been found to have a significant effect on
particle generation in ion implanters.

The other three types of contamination are
related to much smaller impurities that may fall on the
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wafer during implantation. Te guard against them, implants are often done through a thin screen
oxide that is removed after implantation. Hydrocarbons are produced in high-current machines when
vapors from diffusion pumps backstream into the beamline and are polymerized during implantation.
These compounds ase exiremely resistant to subseguent chemical cleans. This problem can be
avoided by carefully baffiing the diffusion pumps, or, as is often done, by using cryo or turbo pumps.
Heavy metal impurities such as Fe, Cr, and Ni are sometimes seen when stainiess-steel apertures are
used [53]. New machines commenly use graphiie o1 coppes-free aluminum for these components (o
avoid this effect, Finally, it is common fo sec some cross-contamination, particularly on low-dose
implants that follow a high-dose implant of a different species. It is therefore important that lifetime
killing impurities never be implanted with semiconductor implanters. Many larger fabrication facili-
ties will often dedicaie an implanter to a particular imgpurity o avoid any cross-contamination
concerms.

5.9 Implanted Profiles Using SUPREM™*

The process simulaior SUPREM, which was introduced in Chapter 3 to estimate diffusion profiles,
and later used in Chapter 4 for oxidation, may atso be used to calculate implant profiles. This feature
is very wuseful, since in practice most jmpurities are implanted. Simulated impurities can be
implanted, activated, and diffused to compare to real profiles. SUPREM contains data for the implant
parameters for most common dopants. If an unusual material is to be used, SUPREM will use range
and standard deviation information that the user must provide at that step to simulate the jmplant.
SUPREM also handles the implantation of fitms through multiple layers. Typically, the program will
predict the profile based on simple Gaussian, two-sided Gaussian, Pearson type IV, or dual Pearson
type 1V distributions. Some versions of the program are also able to predict the profile based on
Boltzmann transport and Monte Carle methods.

A typical SUPREM run that would be used to simulate an N* source/drain region is given
below.

~ Example 5.2

Predeposition source/drain implant

Comment Initialize the silicon substrate
Initialize (100) Silicon Boron Concentration=1elé

+ Thickness=1.0 dX=.005 Xdx=.02 Spaces=120
Comment Grow the Gate Oxide

piffusion Time=20 Temperature=550 Dry02 HC1l=3%
piffusion Time=10 Temperature=950

Print Layers

Implant Arsenic Energy=60 Dose=5e+15 Tilt=7
piffusion Time=30 Temperature=550

piffusion Time=10 Temperature=1000

Print Layers Active Concentration Boron Arsenic Net
Plot Active Het Cmin=1E15
Stop End Example 5.2
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5.10 Summary

This chapt:?r intreduced the technology of ion implantation. The components of a modern ion implanter
were descnbfed and some limitations of ion implanting impurities were presented. Most implant plz-oﬁla
can be descnbed by a Gaussian distribution. Additional moments of the Gaussian including skewness
am_i kl.ll‘l.OS.IS are‘s.ometimes used to better approximate experimentally observed profiles. After implan-
tation the impurities must be annealed. The anneal step activates the impurities and repairs the implant
dam-a_ge. Different annealing recipes are called for depending on the amount of damage in the substrate.

In S]!lCOI] technologies, implantation can also be used to form buried insulators through high dose ox -
gen implantation. Finally the use of SUPREM to simulate implantation was covered. ’

Problems
1.

A 30-keV implant of B! is done into bare silicon. The dose is 10'% cm ™,

{a} What is the depth of the peak of the implanted profile?

(b}  What is the concentration at this depth?

(¢} What is the concentration at a depth of 3000 & (0.3 pm)?

(dy The Tnea.sured concentration is found to be an order of magnitude larger than the value
predicted in part (c}, although the profile agrees with answers {a) and (b). Give a possible
explanation, assuming that the measured value is correct.

2. A particular silicon device needs to have an implant of boron with a peak at a depth of 0.3 pm
(z(]()(l)d‘t) and 3 feak concentration of 107 cm™, Determine the implant energy and dose th}:t
should be used for this process. Find -i j i i i
should be used for ! Ofp] o the as-implanted junction depth if the substrate is n-type

3 A MOSFET threshold voltage adjust implant is done through a gate oxide of 150 A.The
implant species is boren at 30 keV. Estimate the fraction of boron implanted in the oxide (You
may have to use the approximation that x << R, for the Gaussian.) .

4. A mass spectrometer as described in the chapter is used for element extraction in an implanter
Calculate the magnetic field necessary to extract silicon (mass 28) if the extraction potential is.
20 keV and ihe radius of curvatare for the analyzer is 30 cm. Explain why one might also see
some N, in the implanted profile if the scurce cabinet has a small vacuum leak.

5. A wafer is implated with sulfur (S) at an energy of 100 keV and a dose of 1 X 10 em 2. The
wafer has a 500-A-thick layer of AlGaAs on top of a very thick GaAs bulk. Assume that-lhe
AlGaAs layer behaves just like conventional GaAs.

AlGans

GaAs Waler

(@) At what depth is the implanted sulfur concentration the highest?

(b) What is the concentration at this point?

(¢} Sketcha Plot of the log of the concentration versus depth, indicating the AlGaAs and
GaAs regions. Will most of the implanted S be in the AlGaAs or in the GaAs? Why?
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10.

A typical high-current implanter operates with an ion beam of 2 mA. How long would it take
1o implant a 150-mm-diameter wafer with O* 1o adose of 1 X 10 cm™? -
We can approximate the mass of an atom as twice the atomic charge number. Based on .ﬂns
calculate k, as a function of Z; assuming that the target is silicon. Repeat it for a germanium
substrate and pliot both curves. Discuss the significance.

The depth of the junction of the source/drain region in an MOSFET must be redu-ced as the
gate jength is scaled. It is highly desirable to produce low-resistivity junctions thinner tha.l:

0.1 pm. Is this a significant problem for ion implantation? Justify your answer for both N*fp
and P*/n jupctions. What are the major problems in forming these structures?

Use SUPREM 1o implant boron into silicon with a dose of 10'> cm™? and an energy of

100 keV. Record the chemical concenteation (i.e., Print Boron Chemical). Plot this profile and a
Gaussian distribution using the implant parameters found in Figure 5.9. Discuss the differences.
In an earlier chapter you used SUPREM to mode! a double-diffused NPN bipolar transistor.
Repeat the exercise now using ion implantation. Assume that the wafer is‘a uniforml_j.r doped
n-type at 10" e~ and the wafer serves as the collector. The desired device profile m.cludes an
emitter doping concentration of 107 cm™, a peak base doping of 10 cm™?, abase wrdlt? of
0.2 pm, and a Gummel number {the total amount of net dopant in the base) of about 10" cm ™.
Which impurities would you use for the base and the emitter? Use SUPREM to develop an
implant and activation cycle that would produce this profile. Plot the net active concel:ltranon o
demonstrate your solution. Why is such a profile more controlled than the corresponding
double-diffused profile?
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Chapter 6

Rapid Thermal Processing

The last few chapters have discussed the redistribution of impurities at high temperature. For small
devices this redistribution is often very undesirable and so there has been a great deal of emphasis in
recent years on low-temperature processes that minimize diffusion. Some processes, such as implant
annealing, however, are not as effective at low temperature. Certain types of implant damage cannot
be annealed out unless high temperatures are achieved. Furthermore, some dopants require anneal
temperatures of at least 1000°C to be completely activated. The other avenue to reducing diffusion is
to reduce the time at temperature. Standard furnace annealing is ill suited to short time anneals. The
wafers in such a system heat from the edges inward. To avoid excessive temperature gradients that
lead to warpage, the wafers must be heated and cooted slowly [1]. As a result, even though the
annealing time coutd be short, the long temperature ramps resuit in significant diffusion. At the same
time, there has been an increasing emphasis on processes that operate on one wafer at & dme rather
than large batches. These single wafer processes provide the best uniformity and reproducibility, par-
ticularly for large wafer sizes. Rapid thermal processing {RTP) describes a family of sing}e wafer.hol
processes that has been developed to minimize the thermal budget of a process by reducing the time
at temperature in addition te, or instead of, reducing the temperature. )

RTP was originally developed for implant annealing. Although this application is still com-
mon, the use of rapid thermal approaches to processing has spread to oxidation, chemical vapor
deposition, and epitaxial growth. Central to all rapid thermal processes is & set of common pro.blems:
heating and cooling the wafer uniformly, being able to maintain a uniform temperature during the
process, and measuring the wafer temperature. The next few sections will describe the nature of these
problems and the approaches that rapid thermal systems have adopted to address them. The chap_ter
will then Teview some applications of the technology starting from the traditional implant ann.ealmg
and the more recently developed oxidation and nitridization and concluding with the formation of
silicides. The use of RTP for chemical vapor deposition (RTCVD) and epitaxial growth will be
delayed untii later in the book, since these topics also require an understanding of general chemical
vapor deposition techniques. ’ ) )

Rapid thermal processes can be divided into three broad classes by the type of heating that is
carried out: adiabatic, thermal flux, and isothermal [2]. The first demonstration of RTP used an adia-
batic heat source [3]. In this approach, fast pulses of light in a broad beam heat only the front surface
{of order a few microns) of the wafer as long as the pulse length is short compared with the thermal
fime constant of the substrate. Adiabatic systems are often powered by broad-beam coherent sources
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such as excimer lasers. Although this type of annealing system allows the shortest time at lempera-
ture, it has several important drawbacks. These include difficulties in controlling temperatures and
anneal times, large vertical temperature gradients, and large capital equipment costs. Thermal flux
systems us¢ an intense spot source such as an electron beam or a focused laser that is scanned across
the wafer. The scan period must be short compared to the thermal time constant of large lateral ther-
i mal gradients will resuit. Although this type of system has been used for research, the defects caused
| by laterai thermal nonuniformity are usually targe enough to prevent their use for IC fabrication.
Isothermal heating uses a broad beam of radiation to heat the wafer for many seconds. These systems
may have minimal temperature gradients across and through the wafer. Typically they are powered
by incoherent sources such as an array of tungsten-halogen lamps. The wafer rests on quartz pins in
isothermal systems. Quartz is selected because of its chemical stability and its low thermal conduct-
ivity. This arrangement is sometimes called thermal isolation. This chapter will concentrate on
isothermal RTP systems since almost all current generation commercial systems use this design.

6.1 Gray Body Radiation, Heat Exchange, and Optical Absorption®

L There are four types of heat transfer that may be of interest to semiconductor processing: conduction,
convection, forced flow, and radiation. Thermal conduction is the diffusion of heat through a solid o
gas. The heat flow through a cross-sectional area A of a solid or an immobile gas or liquid is given by

§(T) = ke DAVT 6.1

where k,(T) is the thermal conductivity of the material. Dividing both sides by the area produces
Fick's first law in terms of heat transfer. Since most of the optical energy in rapid thermal processing
is absorbed in the first few microns of the wafer, thermal conduction through the wafer plays an
important role in the final temperature distribution. When considering thermal conduction in a gas,
however, one must also take into account gas flow since it can alter the rate of heat transfer. If the
flow is caused by an exterally applied pressure gradient it is said to be forced flow. Examples
include flows caused by gas injection or pumping. Fiows that are in response to temperature gradi-
ents in an otherwise closed system are called natural flows. The movement of water in a heated pot is
a natural flow. An effective heat transfer can be defined as

§=nT—Ts) (6.2)

where T,. is the temperature of the gas far from the wafer and A is an effective heat transfer coeffi-
cient that depends on both free and forced fiow. For most geometries & is a function of temperature
and the position on the wafer. .

The amount of power that can be delivered by gas flow is limited. As a result, most rapid ther-
mal systems use radiative heat transfer as the primary method of heat exchange. One of the basic
parameters of radiative heat transfer is the spectral radiant exitance M, (A, T), the amount of power
radiated by a body into a perfectly absorbing environment (black box) per unit surface area of the
emitting object and per unit wavelength of the radiation. Planck’s radiation law gives the spectral
radiant exitance as

M(T) = e(d) 6.3)

_a
AT — 1)

e
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where £(A) is the wavelengih-dependent emissivity of the emitting body and ¢, and c; are the first and
second radiation constants given by 3.7142 X 107" W-m’ and 1.4388 X 1072 m-K, respectively.
When £ = 1, the emitting source is said to be a black body.

When M,(A, T) is integrated over all wavelengths from 0 to %, and it is assumed that the
emissivity is wavelength independent, the result is the total exitance M(T), which is given by the
Stefan—Bolizmann equation

M(T) = eoT' 6.4

where o is the Stefan-Bolizmann constant, 5.6697 X 107° W/m?-K*. Comparing Equations 6.2 and
6.4, the amount of power radiated by an object is proportional to the fourth power of the temperature,
while the power conducted through thermal conduction is proportional to the temperature difference
between the object and the background. As a result, radiation is the dominant heat transfer mecha-
nism at high temperature while thermal conduction is more important at low temperature. Since most
rapid thermal systems operate in the high-temperature regime, radiation exchange is the dominant
heat-exchange mechanism. : -

Differentiating Equation 6.1 and setting the result equat to zero, one can define A, as the
wavelength at which the emitted power is maximized. Then

A ax = 0—'2@%‘“—'& {85)
This relationship can be used to translate the temperature of an emitting body into a corresponding
color temperature. Many lamps are specified this way since it would be difficult to measure their fila~
ment temperature directly. .

When radiation is incident on the surface of the wafer it may be reflected, absorbed. or trans-
mitted. p(X, T) is defined as the fraction of reflected radiation and (A, T} as the fraction of the trans-
mitted radiation. According to Kirchhoff's law

A, Ty=1—p&, T)—7AT) {6.6)

For opaque materials 7(A, 7) = 0, and
fATI=1-pA, T} 6.0
Once the emissivities of two bodies are known, the net power transfer between them can be
calculated. We might take these two bodies 1o be the wafer and the lamp array, for example. Let ¢,

and &, be the average emissivities for all wavelengths being considered for the two bodies. Then the
net power transfer from body 1 to body 2 is

§= 1oy~ G2 = 0'(£1ﬁ - SzT;)AlFm—mz {6.8)

where A is the area of body 1, and F . is a geometric constant called the view factor or configura-
tion factor, Fyi_4 is the fraction of the total solid that the area A, subtends

i cos B, cos B,
Fun =7 UA. s dAdA, (6.9)
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Figure 6.1 Geometry for calculating the view factors
between two surfaces, A; and A,
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Figure 6.2  Possible optical paths among three surfaces
including only single reflections. This diagram assumes
diffuse refiections.

from the surface A,. B; and B, are the angles from the surface normals as shown in Figure 6.1 {4].
The view factor can be calculated directly. Alternatively, the view factors for many simple geome-
tries have been tabulated [5].

Consider what happens if a third surface such as a reflector is added (Figure 6.2). One might
first consider three pair-wise interactions, but that would only include the power radiated by the heated
surfaces. The reflector in particular may be water cooled, keeping the surface temperature low. Yet the
refector surface may transmit a great deal of power because it increases the effective view factor
between the wafer and the lamp. The reflector also allows the wafer to radiate to itself. If all possible
reflections are included, the complexity of pair-wise scheme increases substantially. Alternatively, one
can treat all of the surfaces simuitaneously, including reflections, using matrix methods [6, 7.

6.2 High-Intensity Optical Sources and Chamber Design

Most isothermal systems use either W-halogen lamps or long arc noble gas discharge lamps as power
sources (Figure 6.3). The W-halogen lamp consists of a tightly wound spiral tungsten filtament
encased in a fused silica envelope. The spiral winding increases the surface area of the lamp, thereby
increasing the radiation efficiency. The spiral filament may be linear with a connector on both sides
of the bulb or the filament may be shaped for single-ended termination. The quartz envelope of these
lamps contains a halogenated gas. One common component is PNBr; [8]. Tungsten evaporates from
the heated filament and deposits on the walls of the envelope. As the walls heat, the halide gas reacts
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with the tungsten to form volatile tungsten-halides
that diffuse to the much hotter filament where they
decompose and redeposit the tungsten. This process
has an intrinsic feedback mechanism. As more tung-
sten deposits on the envelope, the increased quartz
heating increases the etching reaction rate. This feed-
back prevents excessive buildup of tungsten,
W-halogen lamps emit as blackbodies. Most of
the radiation is in the 0.8 to 4.0 jum range. Assume that
it is necessary to be able to raise the temperature of a
150-mm wafer to 1100°C. Since the emissivity of sil-
icon is approximately 0.7, the total exitance at this tem-
perature {Equation 6.2) is about 2.5 kW. Each tungsten
lamp consumes approximately 100 W of electrical
energy per centimeter of lighted length. About 4G% of
that energy is converted into light in a typical filament
lamp; however, that number varies significantly from

Figure 6.3 Tungsten-hatogen lamps (left} and noble gas  lamp to lamp. Since only a fraction of the emitted
arc lamps (right) for use in rapid thermal systems.

optical power is collected by the wafer, it would be
necessary to use an array of 15 to 30 8-in. lamps to heat
the wafer.

Long arc noble gas discharge lamps contain two refractory metal electrodes sealed in a fused sil-
ica envetope with a noble gas such as krypton or xenon. The electrical properties of the discharge are
determined by the electrode spacing, the inner diameter of the envelope, and the gas composition and
pressure. When ignited with a high voltage pulse (roughly 2 kV per centimeter of lighted length) the
gas is ionized and a dc path is established. These lamps emit strongly in the visible part of the spectrum.
Their spectra includes a very high-temperature electron plasma that locks like a gray body with A, =
200 nm, along with discrese line spectra comesponding to the electronic transitions of the fill gas.

Discharge lamps consume up to 700 W/cm of lighted length. Optical conversion efficiencies
are about 43%. High-power discharge lamps must be water cooled to be able to withstand these high-
power densities. Particular care must be taken to ensure that the quartz-1o-metal seals and the metal
electrodes remain cool. Using the same criteria of heating a 150-mm wafer to L100°C, one would
need only two to four 8-in. lamps; however, this advantage in power density is partiafly offset by the
need to water cool and electrically isolate the. lamps for igniting them. Furthermore the lamps must
be nm by a more costly regulated dc source, while the filament lamps may operate directly from a
simple line {i.e., 60-Hz) source.

Various chamber geometries have been used to optimize the power collection efficiency
(Figure 6.4). At the same time, one must also try to design the chamber so that the wafer can achieve
and maintaie 2 uniform temperature. Many early RTP system designs use the reflecting cavity
approach. In this design the wafer resides in a quartz flow tube. Linear W-halogen lamps are above
and below the flow tube. An N, purge may be used to cool the lamps and the outer surface of the
quartz flow tube. The entire assembly is encased in a gold-coated box. The surface of the gold is
roughened to ensure diffuse reflection. The purpose of this arrangement is to randomize the optical
path so as to distribute the radiation uniformly across the wafer.

The use of reflecting cavities has been only partially successful in achieving a uniform tempera-
ture across the wafer. The wafer edge tends to be more cool than the center due to three effects
{Figure 6.5). For a finite sized array of lamps, the view factor from the outside of the wafer is less
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Figwe 6.5 Causes of thermal nonuniformity include (A} a
reduced view factor to the lamp array for large r, (B) very
small view factors along the water edge, and {C) nonuniform
gas phase heat wanster {after Campbell, 1994).

“arions chamber designs inciude .(A) the
reflecting cavity and (B} a windowed system using an
intense source and a shaped reflector.

i n
than that of the center. The edge of the wafer is almo_st completely blocke(:f Zl::nlr: Hcll;rricz fﬁi:?fgy
exchange with the lamps. Finally, for common geometries, the edge of the \.\; e eatu g1t
cooled by the gas flow than the center. Collectively, these edge effec::i Imaty le:;d e ot
dients of several tens of degrees (Figure 6.63. 'Ia'l}ese Lempe;aturc gradients p

i i j er warpage.
fomltz; ﬂf‘(j];f Sevforz:]?;uﬁ:;ieabgr? ?Jl;zdartlo :ﬁninﬁ;rfhfnnal nonuniformity in RTP systems. :;)
compen:le fi):.ptll:c increased edge losses, radiant power to the edge of the wafer must be increased.

i i Ve
Older RTP systems do this by shaping the reflectors or lamp spacings, o:h ch?nglutf atlh:ehe m::::;istl o
properties of the fused silica flow tube. These approaches suffer from the arcdist[ibuﬁgn oy
excess radiation required depends on the process !.empcralure. Thus, the pol;vu;h L meratune
be optimized for one iemperature and then only if the lamps do not age. 5

ing tem-
ramps require nearly uniform radiant distributions. As a result, the wafer edges overheat during

perature ramp up 9] )
The solution to this problem is to

ntroiled. For example, one set of lamps is arrangel < o
:Ormost part of the wafer more than the center. A second set might heat the center of the wafer

effectively than the edges. A third might provi:-ie roughly uniform lll;emiﬂz:;gza ]f?:; :t;::;n;ga [tilglz

proper combination of power setiings, a nearly ufuform IemperaFure c;n ol

of process conditions. This type of arrangement 15 called a multizone . eater. © 110, 111, ACpresent
Most modern RTP systems are designed around this zone heating concept. d-. ‘dua.ll by

the most common arrangement uses single-ended filament {famps housed in indivy P

divide the lamps into heating zones that can bc independently
d geometrically in such a way that it heats the out-
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reflectors. Typical dimensions are 2.5-cm-long lighted
fitaments and approximately 2.5-cm-diameter reflect-
ing cavities. The reflecting cavities are milled into an
aluminum block and geld plated to reduce corrosion.
The reflector can then be water cooled. The lamps and
reflecting cavities are often laid out in a planar array
with hexagonal symmetry, and-grouped into banks

1150

1160

-y
=1

Temperature (°C)

1000 -

corresponding to their distance from the center of the
array. Over {00 1-kW lamps are typically used to heat
a 200-mm wafer. By varying the power distribution
between the heating rings, cne can control the temper-
ature profile across the wafer. This control can be
done in response to actual wafer temperature profile
measurements, or the system is calibrated with a
wafer using a large number of embedded thermocou-
ples. This information is used 1o construct a semiem-
pirical miodel of the wafer tem-perature under a2 wide
variety of static and dynamic conditions. The power
to the lamps is then distributed in such a way as to
minimize thermal nenuniformity across the wafer. An
interesting side note is that uniform temperature
might not be desired in all processes. A zone-heated
system allows the process designer to establish a
semicontrolled temperature ramp across the wafer to
compensate for gas phase depletion of other effects

| | | 1 | |

Figure 6.6 Typical wafer temperature distributions across
the wafer in an early-generation rapid thermal system (affer
Lord, © 1988 IEEE).

inside the chamber.

Radial position {in.)

6.3 Temperature Measurement

One of the most difficult tasks associated with rapid
thermal processing is accurate and reproducible tem-
perature measorement. The wafer temperature is used
in a feedback loop to control the lamp power output. In most pieces of process equipment the wafer
temperature is measured using a thermocouple embedded in the wafer holder or susceptor. This is not
possible in RTP since there is no susceptor. The thermocouple can be placed as a peint contact on the
surface of the wafer, but the thermal impedance associated with sich a contact will result in a substan-
tial temperature difference between the wafer and the thermocouple. Furthermore, heat loss through
the lead will cool the wafer locally, leading to stress and process nenuniformity in the vicinity of the
contact. Finally, direct contact thermocouple measurements may allow chemical reactions with the
silicon wafer. These reactions contaminate the wafer and shift the characteristics of the thermocouple.

For these reasons all temperature measurements in RTP systems are done indirectly. The most
popular techniques are pyrometry (optical} or thermoeelectric detectors. The most cemmen thermo-
electric detector for RTP is the thermopile. This device operates by the Seebeck effect. A bimetal
junction is suspended on a thin membrane. When the juncticn is heated it develeps a small voltage.
A second junction shielded from the radiation serves as a reference. The magnitude of the voltage
difference between the two junctions varies linearly with the temperature difference between the
junctions [12}
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The second widely used method is pyrometry. Most pyrometers operate by measuring the
radiant energy received in some band of energies, assuming the source to be a gray body of known
emissivity, and converting the power to 4 source lemperaluse using the Stefan-Boltzmann relation-
ship. Care must be taken in selecting the operating wavelength to ensure that any lamp output at that
wavelength is completely filtered before entering the chamber. Special purpose glasses or other
optical filters can be used for this purpose. Most commercial systems monitor some band in the mid-
infrared (3-6 pm). Arc lamps produce insignificant radiation in this band. If W-halogen lamps are
used, the flow tube itself can be used to filter out most of the radiation from the lamps in this band. In
that case, a hole or thinned window in the flow tube must be provided to allow the pyrometer a line of
sight to the wafer. The window thickness must be well known or temperature errors as large as 100°C
can result [13]. Another concern with pyrometry is that some process gasses can absorb energy in the
IR and so reduce the apparent wafer temperature [14]. Depending on the gas composition, pressure,
and temperature, strong absorption bands can exist anywhere from 2 to 10 um [15].

“  The major caveat in optical pyrometry is that the effective emissivity must be accurately deter-
mined. The effective emissivity includes both inirinsic and extrinsic contributions. The intrinsic emis-
sivity is a function of the material, the surface finish, ihe temperature, and the wavelength at which itis
measured. Fortunately, the intrinsic emissivity of bare silicon wafers is reasonably well characterized
[16] as a function of temperature (Figure 6.7). Timans provided a comprehensive review of the optical
properties of semiconductors {17]. At low temperature the emissivity depends on the doping concen-
tration for energies less than the bandgap. As the temperature increases above 600°C, the semiconduc-
tor becomes intrinsic. Free carriers are present in sufficient numbers to produce a nearly wavelength
independent emissivity. The extrinsic emissivity relates to the amount of radiant energy from other
sources that is reflected back onto the spot being measured and so increase the apparent temperature.
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Figure 6.8 The effect of polysilicon thickness on
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Shields are often used to minimize this effect [18]. As such, it must be measured in situ and may
change as the chamber reflectivity changes. Furthermore, the presence of layers such as polysilicon
and silicon dioxide can dramatically alier the apparent emissivity (Figure 6.8) at the measurement
wavelength due to interference effects [19].

Example 6.1

The major source of uncertainty in pyrometry is an uncertainty in the emissivity. If the
wafer temperature is 1000°C, what wavelength is most desirable to minimize the effect of this
uncertainty?

According to Equation 6.3,

Cy

M,(T)= elA) m

Differentiating and assuming that M and A are fixed and that e,

If the pyrometer is operating at S wm, a 5% uncertainty in the emissivity produces a 22°C error
in the temperature. On the other hand, a pyrometer operating in the 0.94-0.96 pm range pro-
duces only a 4°C temperature error for the same 5% error in emissivity.

Figurg 6.7 The emissivity of silicon as a function of
wavelength with temperature as a parameter. Above
600°C the wafer is intrinsic {after Sato, reprinted by
permission, Japan. J. Appl. Phys.):

effective emissivity for a polysilicon/SiOyfsilicon
structure in nonreflective and 70% refiective cavities
{after Hill and Boys, reprinied by permission, Plenum
Publishing).

Commercial RTP systems can control the wafer center temperature for a bare wafer process
such as an implant anneal to about 2°C; however, the absolute temperature is generally less well
known due to emissivity uncertainties. Two or more color pyrometers measure the emitted power at
multiple wavelengths to attempt to correct for emissivity changes. Implicit in their operation is the
assumption that the ratio of the emissivity at these wavelengths is fixed. This is not always a good
assumption, particularly when the process involves a film growth or deposition. Of course, the emis-
sivity will change from that of the substrate material to the emissivity of the material deposited dur-
ing the process. More probtematic, however, is the situation that occurs when the film is at least
partially transmissive. When the thickness of the film becomes an integral multiple of one-fourth of
the measurement wavelength, destructive interference takes place that dramatically changes the
apparent emissivity. For these processes temperature reproducibility is severely degraded unless this
effect can be corrected in software. It is possible to measure the emissivity directly by measuring the
reflectivity of the wafer and using Kirchoff’s law (Equation 6.7} {20]. For this scheme to work the
measurement must be done in the visible where the wafer is opaque [21]). The pyrometry should be
done at wavelengths as close as possible to that of the reflection measurement; however, in practice
this is difficult to achieve. Most commonly, the pyrometer is calibrated against an instrumented
wafer, that is, with thermocouples embedded in it [22]. .

Another variation on this is to use the fact that the lamps are being powered by an ac source
and so the light intensity will oscillate. Since the temperature of (and so radiation emitted from} the
wafer is essentially constant, measuring the ac light intensity js largely measuring the reflectivity of
the wafer. This can, in turn, be used to calculate the emissivity. First developed by Lucent, this
method, called ripple pyrometry, has seen substantial use {23].
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Figure 6.9  Acoustic temperature measurement side and
top views (after Degertekin et al., used by permission,
Materials Research Society).
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Various nonpyrometric techniques have been
| investigated o avoid the problems associated with
assuming an emissivity. Several authors have demon-
strated the use of thermal expansion as a direct meas-
ure of the temperature, Diffraction gratings patterned
on the surface of the wafer can be used with projection
moiré interferometry {24] or in a diffraction order
measurement [25]. In either case, the movement of the
grating via thermai expansion can be measured and
used to infer temperature changes. Of course, these
methods require an appropriate patiern on the surface
of the wafer that must be properly aligned with the
optical probe beam and detector. Furthermore, noise
can be a problem at high temperature due to strong gas
flow conditions caused by the large thermal gradients
in the chamber. Alternatively, the wafer diameter itself
can be measured optically [26]. The demonstrated
repeatability of this technique is 1%.

Another interesting approach to measuring tem-
perature is the use of acoustic waves. It has been found
that the velocity of sound in siticon is a linear function
of the substrate temperature [27]. Acoustic waves can
be launched through one of the quartz support pins and
the wave detected using another pin {Figure 6.9).
Since the transducers can act as both acoustic sources
and sensors, there are Y(n® — n) possible paths.
Because the measured velocity is averaged over the
path, the temperature profile across the wafer can be
extracted by taking multiple measurements along dif-
ferent paths [28]. This information is extremely valu-
able for multizone heating arrangements.

Finally either reflectance or transmission can be
used to measure the optical properties of the wafer if it
is not metallized. At low temperatures one can use the
wavelength dependence to the reflectance to infer a
temperature. When the energy of the photon is equal to
or greater than the bandgap of silicon, the reflectance
is much lower. Since the bandgap is temperature
dependent, one can accurately infer the temperature of
the silicon up to about 600°C. At higher temperatures
{and for heavily doped wafers) the carrier concenira-
tion is high enough that carrier absorption dominates
the reflectance. The second technique measures the
intrinsic carrier concentration by measuring the trans-
mission of IR radiation through the wafer. Assuming n; >> Ny, N,, one can infer the temperature
from the measured inverse absorption length, which can be related to the intrinsic carrier concenira-
tion. Neither technique has seen widespread commercia! use due to the restrictions on doping con-
centrations and metallizations.
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6.4 Thermoplastic Stress®
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The existence of the thermal gradients in the wafer gives rise to thermoplastic stress. If the stress
becomes too large, defects such as dislocations and slip can result. Assuming that the substrates are
isotropic, that dislocations do not occur, and that the temperature gradients vertically through the
wafer can be neglected, one can estimate the thermal stresses on the wafer. Due to radial symmetry in
T{(r), the shear stress will be zero. The radial and angular stress components are given by

R ’
ol =aFE [%J; T wdr — ﬁ J; T(r)r’dr'] {6.10}

and

L3 r
o) = aE [i,_,_ f rryrdr - L j T()rdr - T(r)] 6:11)
R Ty ] rJo
where a is the linear thermal expansion coefficient, E is Young’s modulus, and R is the radius of the
wafer.

Figure 6.10 shows a typical plot of the radial dependence of these stresses for a simple process
consisting of a linear ramp to temperature, an anneal at temperature, and a linear ramp down. Under
steady-state conditions the wafer edges are slightly cooler than the center. Then the radial stress has a
maximum near the center of the wafer and goes to zero at the edge. The tangential stress rises from
zero at the center and is typically much larger than the radial stress component. Since this stress is so
large and since defects will nucleate more readily at the wafer edge, most rapid thermal processing-
induced slip is seen at the edge of the wafer. The diamond structure tends to yield along the {[10}
directions in the (111} planes and so for p-type (100} wafers, the slip lines are parallel and perpen-
dicular to the major flat orientation.

The yield strength is the limit at which a material

will plastically deform. For silicon the yield strength is
described by the Haassan formula

= qlin
é
Ty = A [é—] eBAT {6.12)
o

where ¢ is the strain rate and ¢&,is a reference strain rate
normally taken to be 1072 sec™! [29).

The exact value of o,y depends on the oxygen and
dopant concentrations in the wafer and the previous
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Figure 610 Normalized stress versus position an a
wafer during a heating transient (after Lord, © 1988,
IEEE),

processing. Typical values include A = 3630 Pa, E, =
1.073 &V, and n = 2.45 {30]. At high strain rates the yield
strength is limited to 60 MPa, while at low strain rates o;.iq
does not decrease below about 3.5 MPa [31]. Thus, the
wafer can tolerate higher strains during transients, but the
strain generated during transients is generally much larger
than that generated in the steady state since most single-
zone RTP systems are optimized for steady state uniform-
ity. Of course this is much less of an issue in newer
multizone-heated systems.
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6.5 Rapid Thermal Activation of Impurities

The last chapter introduced ion implantation. Because of its ability to produce well-controlled impur-
ity doses whose concentration may in fact exceed the solid solubility, the technique has become
almost universally accepted. As device sizes have been reduced, the concentration gradients have
increased, and the maximum allowable dopant redistribution has decreased. The implant damage in
these wafers must still be removed by annealing. Depending on the implant species energy and dose,
this may require temperatures as high as 1100°C [32]. The basic reason that sapid thermal processing
was developed was to access these high temperatures while minimizing the thermal budget by redu-
cing the time at temperature. The time required to anneal out defect clusters drops as the temperature
rises, and reaches microseconds at 1000°C [33].

One of the most attractive features of RTP is that the wafer may not reach thermal equilibrium.
This means that the electrically active doping profiles can actuaily exceed the solid solubility.
Arsenic, in particular, is found to require only very short anneals to achieve a high level of activation
[34]. Arsenic, in particular, can be activated to about 3 % 10%', about 10 times its solid solubility if
annealed for a few milliseconds [35]. The arsenic atoms have insufficient time to form clusters and
condense out into inactive defects [36]. K the activation is 100 incompiete, however, the excess
arsenic atoms seem to contribute a deep level [37]. These levels can be efficient generationfrecom-
bination centers leading 1o electrical leakage if they are close to p-—n junctions.

It has generally been observed that low temperature and reduced time anneals of implanted
species produce chemical junctions that are deeper than those predicted by simple diffusion theory
[38, 39]. Diffusivity enbancements for boron in silicon have been reported to be as much as a factor
of 1000, The origin of this enhancement is believed to be residual implant damage. The wafer is
believed to have a high concentration of vacancies and self-interstitials after an implant [40]. This
effect is sometimes called transient effects or transient enhanced diffusion. It has been shown that the
increase in the junction depth of low-dose implants is proportional 1o the square root of the implant
energy. Furnace anncal processes often attempt to annihilate excess point defects through an
extended treatment at temperatures of 500 to 650°C before heating to the activation temperature.
RTP anneals may also include a brief low temperature step for the same reason.

The activation energies for ransient enhanced diffusion for the three most common silicon
dopants are shown in Table 6.1. Although initially somewhat controversial, it is now generally
agreed that transient effects during the diffusion of arsenic are observed for very high-dose implants,
but are much less pronounced than for boron. These transient effects decay with some characteristic
time constant that is related te the rate of defect annihilation in the substrate.

It has also been shown that for boron and BF; not all of the chemical impurities are activated in
RTP. The peak concentrations activate more fuily at low temperature or BF, due to the increased
degree of amorphization {42]. Furnace anneals always activate the low concentration imptant tails, but
may not fully activate the region near the peak concentrations due to thermodynamic considerations

:Table 6.1 The activation energles for steady-state intrinsic diffusion and transient diffusion in silicon

Steady-State Transient
Boron 3.5 1.3
Arsenic 34 1.3
Phosphorus 3.6 22

Data taken from Fair [41]. All energies are ine¥.
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s‘uch as the solid solubility. It has been observed, however, that after RTP anneals the low concentra-
ticn boron tails may not be fully activated, giving rise to an electrical junction that is more shallow
tba.n the chemical one [43, 44]. Figure 6.11 shows the difference between the chemical profile (solid
line) and electricaily active profile (closed points) after a 30 sec anneat at 1000°C for both boror®and
BF, implants. Both peak and tail concentraticns are not fully activated. The ronactivated impurities
are believed to be due to the formation of inactive boron interstitial pairs [45]. Figure 6.11 also shows
that the tail of the B profile diffuses faster than the peak region. It is found that in the peak region the
implant leads to dislocations and other extended defects. For X > R, + 15 ARF or <R, — 0.4AR .,
the point defect density is high, leading to u'ansie:t
enhanced diffusion [46].
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Most implant activation in GaAs requires the use
of a capping layer, usually Si;N, or SiO N, to prevent
the outdiffusion of arsenic from the wafer [47]. Si;N,
protects GaAs up to about $00°C, while Si0, is effect-
ive up to about 850°C [48]. The cap layer is typically
deposited by plasma enhanced chemical vapor depos-
ition. As with silicon, the wafer is first annealed at
close to 650°C for about 60 sec to reduce the point
defect density. Activating the n-type impurity silicon in
GaAs requires temperatures of 800 to 1000°C. Capping

510" entoF,
1000, 808 RTA

Figure 6.11

incomplete activation in RTP (after Kinoshita et al., used by
permission, Materials Research Society).

Figure 6.12

L layers may be difficult to remove and, due to the ther-
mai expansion mismatch, can lead to slip formation in
the wafer. It has also been shown that GaAs implant
activation can be done without capping layers using a
specially designed graphite susceptor (Figure 6.12)
{49]. The wafer is placed inside a graphite cavity that is
two or three times thicker than a typical wafer [50]. It
has been shown that this type of annealing leads to an

Chemical and active boron profiles after

3 inch diameter GaAs wafer

Quartz reacter lihamher
000OQPOOO0O0
] Susceptor ild
Purge vents - "L 5Ic coaled graphite

\ susceptor
00000000 QRO0

[ 1 opticai Halogen lamps
pyrometer
Photograph and schematic for capless arrang for ling GaAs {after Kazior et al., © 199} IEEE).




140 6 Rapid Thermal Processing

i A
improved surface quality and a reduced particle count [51} compared with stam(i)z;ntih :agi&;:r l:(')l‘be
Firl:ally capless anneals can also be done by laying another GaAs wafer on top

annealed in the RTP. Care must be taken to en

the upper wafer.

sure that the surface oxides have been removed from

6.6 Rapid Thermal Processing of Dielectrics

Deep submicron devices require the production of very @n oxides .of §i1icun. Omat l:::h:[n;uzﬁfgf
ine these oxides is to slow the oxidation rate by reducing the 0x1.dal:10n temperature. g
A ttl this approach is that the fixed charge and interface siate density both tend to increase as i
o gllt 1) ; Eu{ie is reduced. As a result, rapid thermal oxidatien {RTO) appears to be :;ne:onract;:
E;:::nati:e,lzgwing short time oxidations at suitably high temperatures. This indeed has me

of RTP’s areas of application. Alternatively,

it is possible to slow the oxidation rate by diluting

the oxygen with argon or some other inert gas. Although.this. approach is capable of growing high:

ality oxides, the diffusion of impurities in the substrate is still a concern. ricknoss increased
* ty\’irtuallj,f all RTO is done with dry oxygen. Early results showed thatn (:éld;Z] ;he e(s)il norease
linearly with time, with an oxidation rate 0; ap;;::fi::il:;egs?i if;;:daih !.el;!Snal Ggida.ﬁon e

i i breakdown characteris . i
ei:f‘fﬂf:cjl ]1)’ {l?:ﬁi:ﬁilﬁgg stress in the wafer caused by nonuniform tem;?eratures and can n;{s::[l:tt 1;:
?1 ge:)\im fate enhancement near the wafer edge where the stress is a maximum [S41. This ef
d short time oxidations. .

o lgir:i:r[;izd;:;::swhfwzpl:::lu;z{lished regarding the oxidation rate of silicc_m :%unngt:{}:r.i :&
representative set of data [55] is shown in Figure 6.13. A coheswe. model 0;316 o:;:i:ﬁmx;zurs comg_
RTO has been difficult to develop for several reasons. Tha‘e first is L.tlflt R o ::X al ;iemauy Somr

letely within the initial oxidation regime. Furthermore, a wide van.ablh‘ly in P ety i
ored o idation rates have been reported in the literature. Part of this can be related to the o
e o a‘:;‘ wafer temperature during growth. It is generally believed that as much as a 50°C tem-
poe | 'Zbilit can be deduced from the literature [56] for many of the early RTO pai?:hri
pr]i‘Lfr?nz:: the oyxida.tion rate is known to increase with photon exposure [57]. The amount of t

— 1

]

RTD Dxide thickness (A)
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Figure 6.13  Typical data for oxide thickness as a
function of time for a rapid thermal oxidation process
{after Moslehi et al., 1985).

effect depends on the light source, with arc lamps
having a more intense spectrum m the UV and there-
fore more of an effect. The enhancement 1s dlje to Fhe
photodissociation of 0, molecules to form 07, which
drift to the Si interface under the i.nﬂuence; of a space
charge field. The effect is strongest for P* substrates
and goes to zero for N* substrates [58]. ‘
As mentioned in an earlier chapter, very thin
gate oxides have reliability concerns. It has bEB]'.l found
that nitridizing an oxide can increase the ability of
impurities to diffuse through the oxide and can reducle
carrier trapping under electrical siress [59!. Hegw
nitridization reduces the mobility of Ihg inversion
layer by 20 to 50% [60] and Jeads to an mncrease in
electron trapping. This is believed‘to be dl.-le to an
increase in nydrogen incorporation in the oxide [61].
Using RTP, a light nitridization can be‘ done [62, 63)
that avoids most of this mobility reduction. It has also
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been shown that using RTP to introduce small amounts {parts per million) of fluorine in an oxide pro-
duces excellent breakdown characteristics. This fluorine can be incorporated through the use of NF;
in a rapid thermal precessor {64].
1t is also possible to produce nitrided oxides by growing the oxide directly in nitric (NO) or
nitrous {(N,O) oxygen ambients. N,O-grown films have better reliability and are more resistant to
boron penetration than O,-grown films {65]. The peak nitrogen concentration occurs near the silicon
interface and varies from about 1% (at 960°C) to about 1.7% (at [ 100°C). Nitrogen incorporation in
these films is known to slow the oxidation rate, presumably since it reduces the diffusivity of O,
in the dielectric [66]. NO-grown oxynitrides are known to incorporate even more nitrogen. Once
again, the concentration depends on the temperature of the growth. The profile of nitrogen in NO-
grown films is strongly affected by processing conditions, with much higher nitrogen concentrations
in the bulk of the films [67]. NO can also be used 10 incorporate nitrogen i $i0, layers grown in O,
One significant potential advantage of RTP is its potential to be used as 2 hot wafer/cold wall
process if the chamber walls are properly cooled. The impertance of this observation is that multiple
processes can be run in a single chamber since the walls do not contaminate sequential process steps.
The wafer temperature can be used to start and stop these reactions. The gas flowing in the chamber
can be changed while the wafer is cool, preventing any chemical reaction. The advantage of this
technique, of course, is the minimization of wafer handling and resultant contamination. Multiple
layers can be deposited in this way with well-controlled interfaces. This capability was exploited
very early in the development of RTP [68] by thermally growing a thin oxide and then depositing a
layer of polycrystalline silicon using chemical vapor deposition to fabricate MOS capacitors. The
capacitors were found to have excellent interfacial properties. Later work by the same group demon-
strated that the lower silicon electrode could be grown selectively in silicon dioxide windows fol-

lowed by oxidation of the epitaxial layer and finally polysilicon deposition so that both interfaces of
the dielectric were formed in the RTP reactor [69].

6.7 Silicidation and Contact Formation

As will be described in some detail in Chapters 15, 16, and 18, for some device applications the resist-
ivity of even heavily doped silicon is too large. In those cases, it is common to form metal silicides
on top of the exposed silicon to reduce the resistivity. Metal silicides are often formed by depositing
a thin metal layer on top of the wafer and then heating it to drive a silicidation reaction. Common
metals for silicide formation include Ti, Pt, W, Ta, Mo, and Co. RTP allows the careful control of the
silicidation temperature and ambient to minimize impurities and to promote the growth of the most
desirable stoichiometry and phase of the silicide. In some cases the wafer has a partial coverage of
510, before metal deposition. The metal does not react with the oxide and so can be easily removed
wet chemically after the silicide reaction.
TiSi; has been one of the most desirable films for many applications due to its low resistivity
(13 pll-cm). During the silicide formation anneal, however, silicon can diffuse along the grain
boundaries of the TiSi,, leading to an overgrowth of the silicide on top of the edges of the oxide
(Figure 6.14) [70]. This overgrowth can be minimized by first annealing at a low temperature
(450-600°C) to form TiSi. The unreacted metal is then stripped and a high temperature RTA is done
to form the desired phase (C54) of the silicide. This phase of TiSi, requires an anneal of at least
750°C [71, 72], with some reports indicating that as high as 900°C is required [73]. When the initial
silicidation is carried out in a pure N, ambient, lateral growth of the silicide is further impeded {74].
The titanium silicidation reaction is sensitive to ppm levels of H,O or O, in the ambient since oxida-
tion and silicidation will compete at the interface. Oxygen will also dramatically increase the sheet
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resistance of the silicide. Silicides formed in N, con- Heater module
taining 10 ppm of O, for example, have nearly forty
times the resistivity of silicides formed in 0.1 ppm G, Heating section
[75]. RTP has a significant advantage over standard Heating element
furnace anneals with regard to oxygen contamination, Pracess chamber (SiC)
because the smaller RTP fow tubes reduce back- : tnsulation
streaming from the air [76). Water

As will be discussed in a later chapter, cobalt sili- Water support
cide is very attractive for small MOS devices. The sili- {quartz)
cide forms as Co,Si at 300-370°C, shiits toward CoSi Transfer chambes
at about S00°C, and forms CoSi; at 700°C or higher. At Gas inlet
\ow temperatures Co is the dominant diffuser, however,
TiSi 2 in the CoSi, phase silicon diffusion dominates [77].
Another application of RTP for silicon technolo-
gies is the formation of barrier metals. These conduct- Elevatos
1000 nm ing films are used to prevent the interdiffusion of the
‘ pre— silicon substrate and the aluminum-based alloys used ;
for interconnecting devices. One common diffusion Servomotor

Figure 6.14 Results of a 900°C 30-sec formation of TiSi, I.Ja.rrier.is TiN. The film can be for.mcd by reacting titan- Pyromater ®

i an oxide window. The ragged edges indicate silicide ium with N, or NH, during a rapid thermal anneal, but

formed over the edges of the window (after Brat et al., this method produces high-resistance contacts when Figure 6.15 New designs for high uniformity RTP include

used by permission, The Electrochemical Society). small geomeiries are used [78]. It is preferred instead the hot wall system (after Roozeboom and Parekh).

to deposit the TiN with close to perfect stoichiometry
and then anneal the films in an RTA with a nitridizing ambient. This is sometimes called grain
boundary stuffing, since the residual nitrogen is believed to occupy surface sites along the grain
boundaries of the polycrystalline TiN. This nitrogen passivates the grain boundary and reduces the
grain boundary diffusivity.

Rapid thermal processing has also been used for contact formation in GaAs technologies. As
will be discussed in more detail in Chapter 15, low-resistance ohmic contacts to n-type GaAs are
formed by depositing and thermally annealing a layer containing a mixture of gold and germanium.
Although early technologies used conventional ovens for this annealing, it has recently been shown
that very desirable contacts can be formed reproducibly using a short anneal at about 450°C {79]. The
interfacial layer between the metal and semiconductor is considerably broader in conventional
anneals [80], and the surface of the contact is more smooth, which improves circuit yield. Since tem-
perature is a critical parameter in forming these contacts, a backside metatlization on the GaAs wafer 6.9 summary
is sometimes used to ensure a uniform temperature across the wafer [81].

heating rate is controlled by the velocity of the wafer ele-  Figure 6.16  Applied Materials Centura
vator and is typically limited to about 100°C/sec [84]. The RTP Honeycomb source in the lifted
reactor is capable of processing very large wafers without position. The wafer is in the lower part of
any evidence of wafer warpage or slip. the photograph {courfesy Applied

An altemative to RTA is the fast ramp furnance. Materials).
Similar in design to a small load vertical tube furnance,
these sys}ems can heat up to 50 200-mm wafers at rates as high as 75°C/min. This is about an order
of magnitude larger than conventional furnaces, but 100 times slower than true RTA systems. The
systems use a model-based control of multiple heating elements to avoid excess thermal stress [85].

Rapid thermal processing was developed to enable short-time high-temperature implant annealing.

6.8 Altemative Rapid Thermal Pmcessing 3ystems glenerally, the wafer rests on quartz pins in a flow tube and is heated using a bank of high-intensity
) T o _ ) ) ament lamps (Figure 6.16). Problems with RTP include temperature measurement and thermal uni-

As discussed easlier in the chapter, one of the principal problems with RTP is thermal uniformity. formity of the wafer. Excessive temperature gradients across the wafer cause thermoplastic stress that

New RTP systems have recently been developed that use nontraditional chamber and/or heating may lead to wafer warpage and/or slip. Rapid thermal processing has been ex{endeﬂ to include sili

designs to improve the thermal uniformity in RTP and to extend benefits of rapid thermal processing cide and barrier metal formation, thermal oxidation, chemical vapor deposition, and epitaxial gro th-

1o small batch systems. ' piiana growth.

Ore of the more radical approaches to solving thermal uriformity in RTP is the resistively- P
heated ot quartz lamp-heated bell jar (Figure 6.15). The wall is either made from SiC [82] or quartz roblems
{83]. The chamber walls are typicaily kept several hundred degrees above the maximum wafer tem- 1. Undoped silicen is nearly transparent for photons with energies close
i
perature. The lower part of the chamber is kept cool. The wafer is rapidly heated in the chamber. The (1.1 eV). Assume that a wafer is transparent for A > | pm. %f the \(::::fefizrhg:tse:ih?v];::z bandeap
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tungsten-halogen lamp operating at 2000 K, what fraction of the incident?energ)r is transmitted
through the wafer? Would GaAs absorb more or less 01‘: lh.e e:?crgy? Why? . ectrons and
The primary mechanism for absorbing this infr-ared radlanorl_ is l?y free carriers é; ec et
holes). As the wafer heats up, the intrinsic carrier concentration 1nCreases {see ap'i.er f.o v
effect will this have on RT processes? Roughly sketch a plot of temperature versus time for a
undoped silicon wafer heated with a constant-power lungsten—hall?gen la.mp. - ermoplastic-
Large-diameter wafers are difficult for RTP at high temperature }.Vlth-out mducn_lg therm p
induced slip at the edge of the wafer. Describe the reasons for this slip. If the s]}p is mor; o
proncunced after high-temperature ramps, what does this tel} you about the radiation patte!
wafer? )
&fh:gf;;l:fn‘smxrﬂght you expect if you try to use SUPREM tq model ra.l[?id ther:flal am;g:\)l:gg?
A rapid thermal processing system is used to heat a 200—mtdlameter silicon w L;:r to - o.f
(a) I the effective emissivity of the wafer is 0.7, use Equation 6.4 to calculate the amo
te maintain this temperature. )
{b) l;;) \::; ?veaorftzsf;yramp the temperature at 100°C/sec, wh:at additional amount of ptn]:;wer ;:n
required? You can assume that the wafer is f’;’(](] }l::m l.hl(.:k ::;lnﬂ:; pye(:ll.:i :::rll_[ use the ro
ific heat and mass density for silicon g1v .

Why :ansll;iet?;u\i:ll:ebien done on rapid thermal oxidatior‘i in a wet ambient? (Hint: What are RT
oxides used for? Are wet oxides suitable for this application?)

Explain the reasons for multizone heating in RTP.
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discover the limits of

. The only way to

Part 111

Unit Processes 2:
Pattern Transfer

he preceding part of the book presented processes required to introduce, activate, and diffuse
dopants, and to grow oxides in siticon. A limitation of these processes is that they are done to
the entire wafer. The essence of IC fabrication is the ability to transfer information from the
IC designer’s workstation to the semiconductor wafer. This third
part of the book will deal with the processes involved in this trans-
formation: lithography and etching. These are extremejy important,
since the lateral dimension of many layers and the proximity in
which structures can be placed often determine the speed of the cir-
cuit. Pattern transfer is so important that a technology is often

the Possib]e is to go referred to in terms of its feature size (e.g., quarter-micron CMOS).
As discussed in Chapter 1, most lithography is done in a two-

beyo-nd them into the step process. First, the design is broken down into layers of infor-
mation. Each layer is a map for the location of one film on the

inlpossib[e_l finished IC. Usually these layers are printed as photomasks. Once 2

photomask has been made, it can be used to pattern wafers by shin-
ing a light through it. The light falls onto a photosensitive material

that is then developed to try to reconstruct the original layer image. The production of photomasks
will not be explicitly discussed here. The process is very similar to that of lithography on wafers.
Both optical lithography (Chapter 7) and electron-beam lithography (Chapter 9) are used in pho-
tomask generation.

As the desired feature size continues to shrink, optical lithography is becoming much more dif-

ficuit. As a result, new lithographic processes have been developed. Some, like excimer laser step-
pers and phase contrast masks are technigues that extend optical lithography 1o smaller features.
Others use very short wavelength nenoptical radiation to reproduce fine lines. Chapter 9 will discuss

‘Arthur C. Clark.
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two of the most popular processes: eleciron-beam and extreme ultraviolet lithography. The continu-
ing improvement of optical lithography and its extension to ever shorter wavefengths hafre ff‘)re.sta]led
the widespread application of nonoptical technigues. kt is presently mticiPated that “optical™ (in real-
ity deep ultraviolet) lithography will be capable of resolving features to slightly less than 0.1 pm.

Once the photosensitive material has been patterned, it is often used as a st§nc1l for reproduc-
ing the image in the underlying film. This is usually done subtractively by depositing the film every-
where and removing the unwanted material. The photosensitive material then must serve asa mask
for this etching. Chapter L1 will cover both standard eiching and an additive process called fiftoff that
is sometimes used for GaAs fabrication.

Chapter 7

Optical Lithography

7.1 Lithography Overview

Figure 7.} shows a flow chart by which most ICs are designed. It begins with the identification of the
chip function. If it is a complicated function, it may be broken down into several levels of subfunc-
tions. The subfunctions are $aid out on a floor plan that allocates space on a chip for the future design.
At this point, the designer may construct a high-level model of the chip to test functionality and to
get an estimate of its performance. The designer then assembles the chip from predesigned pieces of
circuitry called cells, using software to custom design whatever is necessary. The layout of these
cells is predicated on a set of design or layout rules. (See Figure 7.2 for an example of a few rules for
a technology.) These rules are a contract between the fabrication facility and the designer. For each
level, the layout rules will govern the smallest feature allowed, the smallest spacing allowed, the
minimum overlap for features on this level to those on another level, the minimum spacing to under-
lying topology, and so on. If these rules are foilowed, the fabrication facility is obligated to ensure
that the chip functions as designed. After the design is complete, it wilt be checked against the iayout
rules to ensure compliance. Finally, additional simulations may be run from the actuat layout. If they
de not meet specifications, the design is modified until they do. Depending on the sophistication of
the computer-automated design {CAD) teols, some or all of the above processes are automated. In
the most advanced CAD systems, the tool is fed a high level description of the function to be imple-
mented along with a file that contains the design rufes. The program will generate a chip layout along
with performance estimates. The designer then oversees the process and makes manual adjustments
as necessary to improve performance.

The interface between the designers and the fabrication facility occurs through the production of
photomasks. Each photomask contains an image of one layer of the process. Depending on the aligner
to be used, the photomask may be the same size as the finished chip or an integral factor of that size.
Figure 7.3 shows some typical photomasks. The masks may be the same size as the final image on the
wafer {1X} or the image on the mask may be reduced during the exposure. Common reductions are
5% and 10%. Most reticles used in manufacturing are 150 mm square, although an increase to 225 mm
is expected in the near future to accommodate larger microprocessor die sizes. Photomasks are fabri-

- cated on various types of fused silica. The most important properties for the mask include a high
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Figure 7.1  Simplified IC design process flow diagram.

Layer key

I Contact (H14)
Firs) metal (#15}
[ Activa area (#3)
] Gate (#10)

7.4 Contac! size (fixed) 1.0pm x 1.0um
7.2 Minimum contact to contacl space 1.2pm
7.3 Minimum atlive area overlap of sontact 1.2um
7.4  Minmum conlac! lo gala spacing 1.8um
Maximum contact 1a gale spacing
For standard device performance file 1.5um
elc.

Figure 7.2 Excerpt of typical design rule set. This portion
deals with first metal rules for a particular technolegy.

degree of optical transparency at the exposuse wave-
length, a small thermal expansion coefficient, and a
flat, highly polished surface that reduces light scatter-
ing. On one surface of this glass is a patterned opaque
layer. In most masks the opaque layer is chromium.
After the masks have been pattetned, the patterm may
be verified by checking it against the database. Any
unwanted chrome can be removed by laser ablation.
Any pinholes in the chrome can be repaired with an
additional deposition. This is a critical step, since the
photomask may be used to pattern tens of thousands of wafers. Any defect in the mask large enough to
be reproduced will be on every wafer made from the mask.

Lithography is the most complicated, expensive, and critical process in mainstream microelec-
tronic fabrication. (Several good references exisi on lithegraphy for students who are interested
in specializing in this area. Early classic bocks inciude Stevens {11 and Bowden et al. [2]. Elliott’s
book deals primarity with the topic of the next chapter but is also a reasonable reference [3]. A more
recent bock by Moreau [4] is one of the most comprehensive. Nanogaki et al. provide a more recent
book on photoresists [5].) Table 7.1 shows some of the lithographic requirements expected over sev-
eral generations of ICs {6]. Lithography accounts for about one-third of the 1otal fabrication cost, 2
percentage that is Tising. A typical silicon technology will involve 15-20 different masks. For some
BiCMOS processes, s many as 28 may be used. Although traditional GaAs technologies have
required far fewer masking levels, the number is now increasing as well. Furthermore, the technol-
ogy performance is often predicated on the ability t© produce very fine lines. Even the evaluation of
the performance of a lithographic process is difficutt. A memory manufacturer might require very
tight control on a critical feature size over a bilkion transistors per wafer and over tens of thousands of
wafers. A device researcher, on the other hand, might be pecfectly satisfied if 50% of the features fall
into some acceptable range on one wafer. Thus, it is all too easy to wind up comparing apples to
oranges when evaluating photolithographic performance.

Figpre_?.s Typical photomasks including (from left) a 1X plate for contact or
projection printing, a 10X plate for a reduction stepper, and a 10 plate with pelticles.

Figure 7.4 shows a cross-schematic of a simple system for optically exposing a wafer. An opti-
cal source on the top is used to shine light through the mask. The image is projected onto the wafer
surfac;, which is coated with a thin layer of photosensitive material known as photoresist. Optical
photolithography can therefore be divided into two parts. The design and operaticn of the éxposure
tool that m?kes the image of the photomask at the surface of the wafer are mainly problems in optical
system de51gr.l. The other half of the equation is the chemical processes that occur once the radiation
of the image is absorbed in the photoresist and the pattem is developed. The dividing line is the pat-
tern of radiation that strikes the surface of the wafer, also calied the areal image of the mask. This
chaptfer will review the basic physics of optical exposure. The tools discussed are all optical. They
use el!her vislible, uitraviolet (UV), deep ultraviolet (DUV} or extreme ultraviolet (EUV) iight.as the
exposing radiation. They are called afigners because they have a dual purpose. Not only must they
reproduce the image of a particular layer, they must also align that layer to the previous ones.

Table 7.1 Expected fithographic requirements for projected technology generations

Cl}:?ASM' Mi Minimum Overlay
. p Size icreprocessor Feature Size Accuracy First Year
DRAM Size {mm?} Chip Size (pm) {pm) of Product
256 Mb 170-280 180-300 0.25
. 0.10
1Gb 240400 220-360 0.18 0.07 };,?799
4Gb 340-560 260430 0.13 0.045 2003
16 Gb 480-790 310-520 0.10 0.035 2006
64 Gb 670-1120 370-620 0.07 0.025 2008
256 Gb 9501580 450-750 0.05 0.020 2012
From The T ional Technology dmap for Semiconductors [7}.
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There are three primary measures of performance for

an aligner (Table 7.2). The first is the resclution, the mini-

mum feature size that can be exposed. Resolution is not a

Dptical  fixed number for a given alignes, although equipment manu-
sourca facturers sometimes seem to lead one to believe otherwise.
Resolution depends on the ability of the photoresist to recon-

struct the pattern from the areal image. As already men-

tioned, very small features may be resolved with a particular

Apertre g ptical tool and resist system, but the dimensional control is
so poor that they cannot be reliably used. To be useful, reso-

Figure 7.4 Schematic of a simple lithographic
exposure system.

Shutter  |ygion figures are often quoted as a minimum feature size that
can be resolved and still maintain a certain feature tolerance.
Mask A typical number might be a three standard deviation (3¢)
distribution of linewidths with no more than 10% variation.
The second performance metric for the aligner is regis-
Reslst tration, which is a measure of the overlay accuracy from
wafer layer to layer. Again, good measurements of registration are
statistical in nature. If registration errors are completely ran-
dom the mean error is zero. The width of the registration
error distribution as measured by a figure like 30 is a good
indicator of overlay performance. This number depends on a
variety of factors. Automated alignment systems are used to
manufacture ICs. For these systems atignment tolerance depends strongly on the ability of the system
to accurately locate the alignment marks. This, in turn, depends on the nature of the alignment marks
used and on the films on the surface of the wafer. Simpler manual systems are typically used in
research environments and are highly cperator dependent. The third primary performance measure is
throughput. Electron beam systems have excellent resolution, and the registration can be quite good.
The throughput for a typical IC pattern that contains 10° transistors can be less than one wafer per
hour, making it unacceptable in many applications.
With solid measures of these metrics, one must still bear in mind the intended technology. For
most ULSI technologies the 3o registration must be about one-third the minimum feature size for the

Tm 7.2 The effects of some of the resist parameters on process outcomes

Wafer to Wafer  Batch to Balch

Resolution  Registration Centrol Control Thronghput
Exposure system XX XX X XX XX
Substrate X X KX X X
Mask X X — X X
Photoresist he.4 X XX XX XX
Developer X — XX XX X
i+ Wetling agent _ — XX X —
“ Process X X XX XX XX
Operator” X XX - XX X XX

XX indicates a strong effect; — indicates little effect. )
*QOperator tow entries are for manual aligners. Advanced tools use automaled alignment and exposure systems that dramaki-
cally reduce the dependence of the results on the skill of the operator.
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lithographic tool to be fully useful. Throughput and process uniformity are also extremely important.
Other technologies, such as GaAs MESFET, may have more lax requirements for registration and
throughput, but may require exceltent resolution. Even within a technology, different layers may have
different requirements. Thus, some ievels may be exposed on one type of tool and other levels on
another. Using different types of processes for different layers is called mix and match lithography.

In discussing the optics of lithography, one must distinguish between those problems in which
all dimensions are large compared with the wavelength of light and those in which this criterion is
not satisfied. For example, in discussing an optical system that includes a light source, a reflector, and
a lens, all of the geometries are.of order ¥ cm or larger. In such a system, the light can be treated as a
particle traveling in straight lines between the components. The analysis used in this situation is
cailed ray tracing. On the other hand, once the light passes through a mask where the feature sizes on
the mask approach the optical wavelength, one must consider properties such as diffraction and inter-
ference. These phenomena require a description of light as an electromagnetic wave. We use three
descriptions of the areal image. The first is the electric field (V/cm). The square of the electric field is
the intensity {W/cm?). Multipiying the intensity by the exposure time provides the dose in Yem?,

7.2 Diffraction®

This section wili develop a basic understanding of the physics of lithographic exposure. This discus-
sion can be found in any introductory optics text, in much more detail than can be presented here [8].
The integrals derived will be considerable simplifications, and even these can only be solved numeri-
cally. Nevertheless, without this background matetial, it is difficult to understand the lithographic
limitations and the reason that one system is superior to another.

Equivalent
paint sources

" Fused
silicon
Chsome
Spherical
wavefronts

! D } >
Point Mask Waler
sourze aperture

Figure 7.5 Huygen's principle applied to the optical
system shown in Figure 7.4. A peint source is used to
expose an aperture in a dark field mask.

One starts with the understanding that light
propagates as an electromagnetic wave. These waves
can be described as

B(7, v) = E (e (rA]

where E, is the electric field intensity, f is the imaginary
number, ¢ is the phase of the wave, ¥ is the position,
and v is the frequency of the wave. Huygen's principle
says that any local disturbance in an optical system,
such as a mirror or a photomask, can be considered to
generate a large number of spherical wavelets that
propagate outward from the point of disturbance. To
find the disturbed electromagnetic wave, one must sum
over 2!l of ihe wavelets.

Figure 7.5 shows the application of Huygen’s
principle to a system of interest. The upper figure
shows the formation of point sources on the surface of
the mask. The lower figure shows a point source of
light being used to illuminate a mask. On the mask is a
single feature: a long narrow aperture of width W and
length L. Here the approximation will be made that the
transparent region of the mask does not affect the
incoming wavefront. The aperture can be divided into
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Figure 7.6 Typical near field (Fresnel) diffraction pattern.

a large number of differential rectangular elements of
width dx and length dy. The points P, and P, are on the
wafer and mask, respectively. Each rectangular ele-
ment generates a wavelet. The sum of the contribu-
tions to the exposure at a point on the surface of the
wafer can be found vsing the integral

—HRR)
R ﬂ%”: rR

72}

where A is the amplitude of the sine wave at a unit dis-
tance from the source and X is the solid angle sub-
tended by the aperture in the mask. Once one finds the
electric field, multiplying it by its complex conjugate
can be used to calculate the electromagnetic intensity

at the surface of the wafer. If one lets W and Z —=, Equation 7.2 represents the summation of an
infinite series of spherical waves that exactly reproduces the undisturbed wave. For such a wave the

intensity

[=%%" = EetEe™=E2

73

If, on the other hand, the aperture is of finite extent, the electric field is the superposition of
plane waves with different phases. In the simplest case, where the aperture has been divided into only

two elements,

1= [Ejei™ + E®[Ee® + B

= E} + Ej + 2E,E; cos(é, — ]

74

The interesting part of the equation, of course, is the cross-term due to interference between the
wavelets. It gives rise 10 the oscillations that are a characteristic part of the diffracted image.

1t practice, the solution of Equation 7.2 is quite complicated, even for this very simple geom-
etry. In photolithography one is oniy interested in two limiting cases. If Equation 7.2 is solved sub-

ject to the simplifying assumption that

WS AVET

@5

where ris the radial distance between the center of the diffraction pattern and the observation point, the
result is near fieid or Fresnel diffraction.? The image of this type of diffraction is shown in Figure 7.6.
The edges of the image rise gradually from zero, and the intensity of the image oscillates about the
expected intensity. The oscillations decay as one approaches the center of the image. The oscillations
are due (o constructive and destructive interference of Huygen’s wavelets from the aperture in the
mask. The amplitude and period of these oscillations depend on the size of the aperture.

Actually, as W — A, even this approximation is 0o longer valid. Vector diffraction theory must be used, giving rise to

polarization effects.
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When W is small enough that the inequality in Equation 7.5 is no longer valid, the oscillations
are large. When W is very large however, the oscillations rapidly die out, and one approaches simple
ray tracing. Then, by geometric arguments the width of the image at the surface of the wafer is
increased by an amount AW given by

-

_wi
AW = WB {7.6)
The other diffraction extreme occurs when
Wi AVl + r? N

This is call:ed far field or Fraunhofer diffraction. Equation 7.7 is called the Fraunhofer criterion.
Then Equation: 7.2 can be simplified considerably. The intensity as a function of position on the sur-

face of the wafer is given by
ewen|
Kx,y) = 10) [T] Ly (7.8}
where Z,(0) is the flux density {typically expressed in W/cm?) in the incident beam and
sin 2axW
L= mw 9
Ag
| 2mxl
s 2L
A7) @19
Ag

where L is the length of the tines and spaces. In Equa-

tions 7.9 and 7.10, x and v are the coordinates of the

observation point on the surface of the wafer. A plot of

this function and its square in 1-D is shown in

Figure 7.7. The function has a sharp maximum atx = 0

and goes through 0 at integer multiples of one-half.

Real systems are much more complicated than

these simple expansions, however. The light source is
not a point, but a finite volume. It may also emit a
number of wavelengths. The light is collected through
a lens/mirror assembly. Each of the optical components
will have some imperfections such as local distortions
and aberrations. The mask itself will reflect, absorb,
and phase shift the incident radiation, Reflections on
the surface of the wafer further complicate matters. As
a result, the image produced on the surface of the wafer

Normalized intensity

"y l
-5 -4 -3 -2 -1 0 % 2 3 4 §
Position on The wafer

Figure 7.7 Typical far field (Fraunhofer) image.
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(the areal image) can only be approximated numerically. Even then sophisticated software is required.
Several commercial programs are available to do these calculations. In the following sections, some
simple approximations will be presented that are frequently used o determine resolution in place of
these more exact calculations of aerial intensity.

7.3 The Modulation Transfer Function and Optical Exposures

When discussing the resolution of a system it is customary to discuss a series of lines and spaces
called a diffraction grating rather than a single aperture. 1f the Fraunhofer criterion is met, one can
roughly approximate the areal image by the superposition of the individual intensities. {Actually, the
interference between peaks must be taken into account, but if the peaks are well separated this isa
modest effect.) Figure 7.8 shows a construct of the normalized intensity from such a grating as a
function of position on the wafer. The intensity no longer reaches 1, and the minimum intensity is no
longer 0. Instead, define £, as the maximum intensity of the radiant pattern and I,;, as the minimum
intensity. In Figure 7.8, they are about 5.0 and 1.0, respectively.
The modulation transfer function (MTF) of an image can be defined as

MTF = T — Tnin
B (Iman + Imin

The MTF is a strong function of the pericd of the diffraction grating. As the period of the grating
decreases, MTF decreases. Physically, one can think of the MTF as a measure of the optical contrast
in the areal image. The higher the MTF, the better the optical contrast. For the grating in Figure 7.8,
the MTF is about 0.67.
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Figure 7.9 shows a plot of areal intensity for a

Intensity (a.u.)

grating mask, based on simple Fresne! diffraction.
Superimposed on this intensity plot are two simplified
resist response indicators. In Figure 7.9A, the resist
responds ideally: A single line exists at an exposure
energy density D All regions of the photoresist that
receive exposures greater than [ will completely dis-
solve during the develop process. All regions of the
wafer that receive exposures below D, will not be
attacked during the deveiop process. As the widths of
the lines and spaces aré decreased, diffraction makes
only small changes in the widths of the lines and
spaces until fi, muitiplied by the exposure time > Dy
or /., multiplied by the exposure time < D,,. Figure
7.9B shows a more realistic resist response model. The
resist now has two critical exposure energy densities.
For D < D, the resist will not dissolve in the devel-
oper. For D > Dig, the resist will completely dissolve

-2

Figure 7.8

-1 1] 1 H
Position {microns}

in the developer. For the intermediate shaded regions
(Dy < D < D), the image will partially develop.
As W decreases the MTF goes down, and the areal

Far field image for a diffraction grating, intensity quickly enters a regime where the diffraction
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Figure 7.9  Plot of dose versus position on the wafer. Dose is given by the intensity of the light in the aerial
image multiplied by the exposure time. Typical units are mlicm®,

grating can no longer be perfectly reproduced on the wafer. The point at which this occurs depends
on the values of P, and D g and, therefore, on the resist being used. In common resist systems when
the MTF is less than about 0.5, the image can no longer be reproduced.

7.4 Source Systems and Spatial Coherence

The next few sections will use these concepts to discuss actual aligners. We will start with the com-
ponent common to all aligners: the source system. This consists of the light source itself and any
reflecting and/or refracting optics used to collect, collimate, filter, and focus the source. From the pre-
vious discussion, one should have a sense that the wavelength of the exposing radiation is a critical
parameter of the lithography process. All things being equai, the shorter the wavelength, the smaller
the feature size that can be exposed. Of course, the exposure requires that a certain amount of energy
be deposited. Furthermore, this energy must be deposited uniformly across the wafer. To maintain
reasonable exposure times, one requires an intense source at these short wavelengths. This section
will review some of the most popular optical sources.

For many years the most common type of optical source for photolithography has been the
high pressure arc lamp. Arc lamps are the brightest incoberent sources available. They are also used
to pump lasers. Long gap arc lamps were mentioned in Chapter 6 since they are sometimes used to
heat wafers in rapid thermal processers. Arc lamps for lithography have much shorter gaps as shown
in Figure 7.10. The lamp consists of two conducting electrodes sealed ina fused silica envelope. The
electrodes, one pointed and the other round, end in a gap of about 5 mm. Most lamps contain a mer-
cury vapor at a pressure close to 1 atm when the lamp is cold. To ignite the lamp, 2 high-volitage
spike is applied across the gap. The spike voltage must be sufficient to ionize the gas. Several kilo-
volts are common strike potentials, The mixture of partially jonized gas, electrons, and energetic neu-
tral species inside the tube is called a plasma or a glow discharge. This topic wiil be discussed
in Section 10.4. For now, appreciate that the plasma wili conduct current. Most arc lamp power sup-
plies also include a boost supply, typicaily a capacitor charged to several hundred volts, that ensures
the plasma stability in the moments after the strike. The ionized gas in the lamp is very hot and the
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pressure in the bulb during operation may reach 40 atm. Typical electrical power
dissipation by a photolithography arc famp bulb is 5001600 W. The emiited opti-
cal power is a little less than half of that.

During operation the lamp contains two optical sources. The high-tempera-
ture electrons in the arc act as a very hot gray body source, radiating power as
{Equation 6.3)

€A, TYC,

My(T) = (AT - 1y

(7.1

where M,{T) is the energy density distribution, and C, and C; are the first and sec-
ond optical constants as defined in Chapter 6. The electrons in the arc lamp plasma
typically have temperatures of order 40,000 K. This correspends to a peak emission
at a wavelength of 75 nm, which is very deep in the ultraviolet. Since this energy is
above the bandgap of the fused silica envelope, much of it will be absorbed before
it leaves the lamp housing. Lamp manufacturers sometimes add impurities to the
fused silica to enhance this absorption, since this highly energetic emission results
in ozone production in the lamp assembly.

The second optical source in the lamp is the mercury atoms themselves. Col-
lisions with the energetic electrons push the electrons of the mercury atoms into
bound high-energy states. When they decay into lower energy states, they emit
optically at the wavelength corresponding to the energy transition. These line spec-
tra are so sharp that they can be used to identify the primary species in the plasma.
Figure 7.11 shows the line spectra of a typical mercury lamp [9]. The lines have
been named according to their energy. Aligners often filter cut all but a single line.
At present, the older optical exposure equipment is g-line (436 nm), and i-line
(365 nm) systems are very common. Te extend the use of arc lamps deeper into the
UV, xenon can be used as the fill gas. Xenon has a strong line at 290 nm, with
much weaker lines at 280, 265, and 248 nm, however, excimer tasers have proven
1o be more popular sources for wavelengths less than 365 nm.

Figure 7.10  Photograph During operation, energetic mercury ions bombard the negative electrode. As
of a typical high-pressure they do so, they eject small amounts of the electrode material through a physical
short arc mercury lamp process known as sputtering. (See Chapter 12.) Some of the sputtered electrode

{eourtesy Osram Sylvannia).

ceats the inside wall of the fused silica housing. Furthermore, the high temperature
seen by the inside surface of the lamp may also cause a slow devitrification of the
fused silica, leaving a cloudy white appearance. The combination of spuitering and devitrification
reduces the output intensity. The additional absorbed energy also causes the lamp envelope to get hot-
ter. Ultimately the lamp wil} fail, often by exploding, severely damaging the aligner’s optics. For that
reason, aligner lamps are usually cooled with fans during operation and are replaced after a set num-
ber of hours of use.

The simple optical design of the source in Figure 7.4 is, of course, not very practical. Only a
very small fraction of the radiation from the lamp will reach the wafer. Unless the wafer is spherical
(not usually a desired condition) the power density at the surface will be nonuniform. There are,
therefore, four primary objectives for the design of the optical source system. The first is to collect as
much of the radiation as possible. Without such collection, exposure times are impractically long.
The second objective is to make the radiated intensity uniform over the field of exposure, preventing
some parts of the wafer from being overexposed while others are underexposed. The third objective
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Figure 7.11  Line spectra for mercury and xenon arc lamps {cowrtesy of Oriel Corporation).

is to collimate and shape the radiation to the extent needed. Normally perfect collimation is not
desired; instead a few degrees of divergence is often used. Finally, the scurce must select the expos-
ure wavelength{s). Figure 7.12 shows a schematic of a source assembly for a simple but practical
aligner.

Collection is most often done by the use of parabolic reflectors. By placing the arc at the focal
point of the reflector, all of the radiation so captured is collimated. Arc lamps do not radiate uni-
formly. The ptasma acts as a diffuse, semitransparent source. The electrodes and bulb shape the
plasma so as to maximize the optical intensity perpendicular to the arc direction. For a properly
designed reflector, littie radiation is lost from the bottom of the lamp. The dark spot at the top of the
lamp allows one to have a hole in the reflector to bring in the power leads and exhaust cooling air.
The finite extent of the arc prevents such an arrangement from being perfectly collimated. I less col-
limation is desired, the lamp can be moved away from the focal point.

To increase the uniformity of the optical source, some type of optical integrator must be used.
One common component is a fly’s eye lens. This is a large fused silica lens containing m'any small
lenslets. The lenslets decollimate the incident light and a second objective recoliects the light and
reshapes it to the desired dimensions. A second approach that addresses both collection and integra-
tion is the use of fiber optic bundles. One end of the fibers either surrounds the arc source or is used
immediately afier the parabolic reflector, The fibers are mixed so as to provide a uniform source at
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Figure 7.12  Schematic of a typical source assembly for a
contact/proximity printer (afier Jain).

the other end of the bundle. Optical fibers are some-
times used with arc lamps but are commonly used for
excimer laser sources.

The wavelength selection is done through a set
of filters. Tt is common to use a cold mirror to absorb
the infrare¢ radiation from the lamp. This prevents
unintentional exposure and heating of the components
further downstream. The wavelength selection can be
done through the use of optical notch filters or a series
combination of high pass and low pass filters. A
mecharical shutter completes the source assembly.

Since most arc lamps are efficient emitters in the
near UV and visible wavelengihs, they are inefficient
in the deep UV. Excimer lasers are the brightest optical
sources in this part of the spectrum. The word excimer
is a concatenation of the words excited and dimer.
True excimers, therefore, contain excited dimers (mol-
ecules with two atoms of the same element like Fz). A
molecule that has one or more electrons in excited
energy levels will be designated using an asterisk, as
F%. Excimer lasers are more properly called exciplex
lasers since most modern excimers contain high-pres-
sure mixtures of two or more elements. These elements
do not react when they are in the ground state, but if
one or both is excited, a chemical reaction will proceed.

In most excimers, one of the precursors is a halogen or halogen-containing compound such as NF,
and the other is a noble gas. A common example is XeCl where the reaction that leads 1o lasing is

Xe* + Cl, — XeCl* + Cl

@13

The excited molecule emits in the deep UV, returning it to the ground state where it immediately dis-
sociates. If enough energy is supplied to maintain a large population of the noble species in the
excited state, lasing will continue to occur. The energy is usually supplied by 10- to 20-kV arcs
across two flat plate electrodes spaced from 1 to 2 cm apart. The arc can be strobed at rates up 10 sev-

eral hundred Hertz.

Some common excimer laser sousces are given in Table 7.3 [10]. Of primary interest is the las-
ing wavelength and the power. A typical resist exposure dose is 10 to 50 mifcm®. A laser must be

Tahle 7.3 Practical excimer sources that are potentially usefut in semiconductor photolithography

Material Wavelength (nm)
¥, 157
ArF 193
KrF 248

Max Output Frequency
(mJ/pulse) {pulsefsec)
40 500
10 2000
10 2000

Data taken from Patzel [13]).
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able to produce about 1 J at the surface of the wafer so that a field several centimeters on a side can
be exposed in no more than 1 sec. To achieve this, the laser should put out close to 20 W. Although
XeC1 puts cut considerable power, it is not much further into the deep UV than arc Jamps. The com-
bination of high power and deep UV lines make ArF and KiF attractive sources for advanced optical
lithography. F excimers have also been used at 157 nm for contact lithography [1 1], but the low out-
put power makes them impractical for production use.

Excimers emit strongly in a multimode fashion with a relatively poor spatial coherence. That
is, excimer laser beams are more divergent than beams from argon ion lasers. This is a strong draw-
back to many laser applications, but it is actually an advantage for lithography. Lasers with high
spatial coherence induce speckle, which occurs when phase variations are introduced inte wavefronts
by surface reflections [12]. For comparison an Ar-ion laser has a bandwidth of <0.0001 nm, while a
free running excimer has a bandwidth of about | om. In lithography applications, excimer sources are
often line narrowed to less than a picometer, but are still much broader than an argon jon laser.
Figure 7.13 shows a typical speckle pattern for a narrow line laser exposure.

The containment of a high-pressure halogen, along with high veltage sometimes used to pump
the laser, makes safety a concern. Early excimer systems were considered exotic, dangerous, and
unreliable. Furthermore, the very-high-energy density pulses (10 kW/cm?) tended to degrade the
optical quality of the lenses of early excimer systems by devitrifying the silica. The laser pulses also

Diffuser
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Cendenser

Reticle

Qhjective

Figure 7.13  Speckie pattern obtained from exposing 2
pattern using a narrow linewidrh laser as the optical source
{after fain).

Figure 7.14  Optical train for an excimer laser stepper
{after Jain).
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Figure 7.15

Typical contact exposure system {courtesy of Karl Suss}.
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densify the fused silica optics. This gradually increases the distortion in the system. After a sufficient
number of pulses the optics must be replaced. This image of excimer lithography has improved con-
siderably, and currently exposure 100ls based on KeF excimer sources are widely used in manufactur-
ing lines at most IC manufacturers. Advanced R&D laboratories are beginning to experiment an
prototype ArF systems. Figure 7.14 shows the optical train of an excimer based 10:1 reduction step-
per (Section 7.6). Excimers must still be serviced after about 10® pulses and replaced after about [vd
pulses. For 157-nm exposures, it is generally believed that Si0, will not be a suitable lens material.
Instead CaF, or MgF, may be required [14]. Needless 10 say, this will be an extremely challenging
proposition. One of the primary remaining problems for deep UV excimer lithography is the devel-
opment of suitable commercial photoresists. Typical optical resists are almost opaque at these wave-
lengths. All of the excimer energy is deposited in the top layers of conventional i-line resists [15],
resulting in poor image formation. This topic will be discussed further in the next chapter.

7.5 Contact/Proximity Printers

The simplest type of aligner is a contact printer. In contact printing, the mask is pressed against the
resist-coated wafer during exposure. The primary advantage of contact printing is that these small fea-
tures can be made using comparatively inexpensive equipment. Figure 7.15 shows a typical contact
exposure system. The mask is held chrome side down in a frame just below the microscope objectives,
Vernier screws are then used to move the wafer with respect to the mask. Once the wafer is aligned to
the mask the two are clamped together, the microscope objectives are retracted, and the wafer/mask
assembly is wheeled into the exposure station. Here radiation from a high-intensity lamp (housed in
the black box, Figure 7.15, upper right) is used to expose the wafer. After exposure, the carriage is
returned to the inspection station for unloading. The figure insert shows the wafer ready for unloading.

Ideally, the entire wafer is in contact with the mask. Because of this contact the gap between
the wafer and the optical disturbance (photomask) goes to zero and diffraction effects are minimized.
Thus the MTF should be =~1.0 for essentially any feature size. Actually, due to the finite resist thick-
ness, the gap cannot be zero. Furthermore in real coniact printers, the mask contact varies across the
wafer surface. This occurs since neither the wafer nor the mask is perfectly flat. Pressures ranging
from 0.05 to (3 atm are used o push the mask into more intimate contact with the wafer. This is
called the hard contact mode of exposure. In the most extreme cases, thin film masks are sometimes
used to help promote the contact. Then the resolution is limited primarily by light scattering in the
resist. Features as small as 10 A [16, 17] have been produced using this method, with extremely thin
resists as demonstration vehicles. In more useful resists, features as small as 0.1 pum have been
demonstrated using contact printing and deep submicron sources [18, 19]. It is easier to use these
sources in contact printing since the optics are so simple. Resolution using more common sources is
about 0.5 pm.

The major disadvantage of hard contact lithography is defect generation due to the contact
between the resist-coated wafer and the photomask. Defects are generated both on the wafer and on
the mask on every contact cycle. For this reason, contact printers are typically limited to device
research or other applications that can tolerate high defect levels. Proximity printing was deveioped
to avoid defect generation. In this type of exposure tool, the mask floats off the surface of the wafer,
typically on a cushion of nitrogen gas. The gap belween the wafer and mask is controlled by the flow
of nitrogen into this space. Separations of 10-50 pm are typical. Since there is no longer any {inten-
tional) contact between the wafer and the mask, defect generation is sharply reduced.

The problem with proximity printing is a reduction in the resolution. Consider a mask con-
sisting of a single aperture of width W in a dark field. Assume that this mask is exposed using a
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. moenochromatic, nondivergent light source, sucl? as a
Mask | | | | | | | l Resist broad beam laser. Figure 7.16 shows the areal inten-
hgtedecha sity of such an image as & function of the gap [20].

[—-> 15pm 4——] When g is small such that

2
A<g< B;— {714)
/vaw\ the system is in the near field region of Fresnel dif-
: : fraction. The areal image produced by such an aper-
: b ture is a well known function of A, g. and 'Hf, and
closely approximates the ideal image. The smgll inten-
/\A/\A ! | sity oscillation near the edges of the patiern 18 called
i i

pptical ringing. In a real optical system in fact, the
beam will not have perfect spatial ccherence and so

Figure 7.16 Intensity as a function of position on the

even the modest ringing pictured here wili not exist.
i As the gap is increased, however, eventually
€ f R
e v g= F,r (7.15)
[}
Then the image approaches that of far field Fraunhofer
t : diffraction, as shown in Figure 7.8.
h

When the gap is very large, the image is
severely degraded. As a rule, one can say that features
less than

wafer for a proximity printing system where the gap

increases linearly from g = Oto g = 15 pm (after Geikas
and Ables).

W ~ Vikg (7.16)

cannot be resolved in this type of optical printing, where k is a constant that depends on the resist
process. Typical values of k are close to 1. For a gap of ZF] pm and an exposure wa.velengm of 436 DE
(g-line), the minimum feature size for proximity prirmng_ is a@t 3.0 wm. This, h'owever, \ai'gube
require an excellent resist process. A minimum feature size w1}ll.some process latitude wou

about 50% larger than this. To further improve the resolution, it is necessary to redl.‘lce the wave-
length or the gap. Reducing the gap increases the risk of contact. A second problem with small gaps

“Table 7.4 Maxdimum aliowable proximity gap for near and deep UV sources as a function of the feature size normalized to the gap
s reguired for 2.5 pum resolution with a deep UV source
Maximum Gap for Maximum Gap for
Feature Size (.m) Near UV Source Deep UV Source
25 0.63 1.0
2.0 0.37 0.61
1.0 0.08 .24
0.5 0.05 0.07
Data taken from Lin.
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is that the variations in the gap that may be caused by wafer or mask nonplanarity, dirt partictes,
resist beads, and unintentional tilt lead to linewidth variations across the wafer. A more attractive
aliernative is to reduce the wavelength. Systems used to expose fine features, therefore, typically
operate deep in the UV. This process is limited primarily by high brightness sources and compatible
optical materials for refractive optics. Table 7.4 shows the maximum allowable gap as 2 function of
feature size for near and deep UV sources [21] for 2 10% image distortion.

7.6 Projection Printers

Projection printers were developed to obtain the high resolution of contact printing without the
defects. Projection printers have become by far the most widely used exposure tool for the manufac-
ture of ICs. This section wifl intreduce the basic equations and then will discuss common types of
systems: scanners, steppers ad scanning steppers. Figure 7.17 shows a simple example of a Kohler
projection lithography system. The mask is held between the condenser and a second set of lenses
called the projector or objective. The purpose of the projector is to refocus the light onto the wafer. In
some cases, the light from the condenser is not collimated but instead is focused on the plane of the
projector.

Part of the light from the mask in Figure 7.17 has been diffracted to a large angle. To try to
reimage the pattern onto the wafer one must, at minimum, collect that diffracted light. The numerical
aperture (NA) of the system is defined as

NA = nsin(a) FA7}
where a is one-half the angle of acceptance of the objective lens and n is the refractive index of the
media between the objective and the wafer. In the case of optical aligners, the exposure is typically
done in air where # = 1.0. Typical values for NA range from 0.16 to 0.8.

The resclution of a projection system can be limited by imperfections in the optical train. These
imperfections may take the form of lens irregularities such as aberrations, inclusions, or distortion, or
the separation between the mask and the objective may be incotrect. In most aligners used in IC man-
ufacturing, however, the optics are safficiently well made such that the reselution is limited by the
ability of the optical train 1o collect and reimage the light. This limit is referred to as Rayleigh's crite-
ria and is given by

Wmin;:' k 'A_

NA 18)

where k is a constant that again depends on the abil-
ity of the resist to distinguish between small changes

Condenser

Figure 7.17  Schematic for the optical train of a simple
projection printer.

in intensity (typically & is of order 0.75). This means
that an aligner with an NA of 0.6, together with a
0.365-nm source, can be used to image lines as small
as 0.4 pum. Since the mask does not contact the wafer
during exposure, defects are not created by projection
aligners.

One route to finer lines is to develop higher NA
lenses. Progress has been made in this area, but this
has a technical price. The depth of focus can be

Héslt Projecior Waler
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Figure 7.18 Modulation transfer function as 2 function of
the normalized spatial frequency fora projection lithography
system with spatial coherence as a parameler.

7 Optical Lithography

described as the distance along the optical train that the wafer can be moved and still keep the image
in focus. For a projection system this is given by

A 19)
Liakre [EAL:]

Increasing the numerical aperiure increases the resolution linearly, but decreases t.he ti;pﬂ;;;f [foo:]uz
quadratically. Again taking A = 365-nm with an NA of 0.4, o = 2.3 pm- Incrggsmg (;f A difﬁ_
reduces the depth of focus to 1.0 pm. Maintaining the depih of focus across a 2 ! -mr_n\.:r- g
cult since the wafer topology alone may be as much as 2 pm unless some P am:inz.a ion ”hiCk:
Added to this are the wafer bow and flatness at that stage of the lechflology and l::e {;nte resis

ness. Some compromise must therefore be achieved between. res.olunfm and depth © cl)cusi]‘l s

The other avenue 1o reducing the minimum feature size is using shorter waveleng Si o ai
Most lithography tools now in use have moved from g-!in§ to 1-llpe afnd many ha.v‘e bPTgun wor \l; ifm '
the 248-nm emission of a KiF excimer laser. One of the dlff.iculnes_ in this transition 1s l:up'm;s.248 it
ally all projection printers use diffractive rather than reflecting optln?s. The photon er.lf]:gy afﬁcign[]
is rather large (4.9 V). It becomes difficult to manufacture la:gg-dlameler lensc; w;l ; a 5111 cien Dyf
high degree of perfection that are completely traflsparem at this wa?relength. m u:;: usxa o
water, for example, may cause dark spots in the mfd and deep UV This problem is gre:ﬁ); evggeP
ated for excimer sources. The photon associated wnh- the {xr-F excimer has an energy] oth . b: d. e
fect fused silica has a band edge of about % eV, but since it 1s‘an amorqhous material, the 1 n - gis
is not sharp. Making optical components of sufficient quality and size for these waveleng!
nging.

exuen;:ei?aflrf]:leiegimige resolution is also a function of the spatial coherence of med@umfe.rA;h :
rough measure of the spatial coherence, first consider a circular source of. some known 1a:1me er. e
light from this source passes through an aperture known as the p}lpll, whe.re ahccn ens
attempts to collimate the beam. Then the spatial coherence § is approximately given by

__ source image diameter 720
pupil diameter

Figure 7.18 shows the modulation transfer
function of a diffraction grating period on the mask
[22]. Such a mask consists of equally sized lines
and spaces, each of width W. The ordinate of the
plot is the spatial frequency, given by

1
= 3w a2

|-

V=

The spatial frequency has been normalized to the
Rayleigh criterion,

1 | 1 |
0 g1 U2z 03 04 05 06 07 08 09 1 i
Hormalized spatial Irequency {lines/unit length}/{cutofl frequency) p o= = {7.22]

°T W, 061

For a source with perfect spatiat cUheTClleB
(5 = 0), the MTF drops abruptly at the Rayleigh
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criterion. It is not surprising that for a given grating frequency less than the highest resolvable, the
MTF decreases as § increases. Interestingly however, in grating periods less than that proscribed by
the Rayleigh limit, the MTF increases with decreasing spatial coherence. Depending on the critical
modulation transfer function of the resist, it may be preferable to use a radiation source that does not
have perfect spatial coherence.

Exainple 7.1 Resolution limits for oplical projection lithography

It has been determined that a resist is capable of resolving images with an MTF of 0.4. If
the exposure tool has an NA of 0.35, an exposure wavelength of 436 nm, and an § of 0.5, what is
the minimum feature size that this tool can resolve? What is the depth of focus? If this source
were replaced with an i-line source (365 nm), how would these numbers change?

According to Figure 7.18, an MTF of 0.4 with § = 0.5 correspends to a normalized spatial
frequency of 0.52v,. Evaluating Equation 7.22, v, = 1.32 um~'. Then, the resolution is 0.684
line pairs per micron. This corresponds to a pitch (the sum of the minimum line and space
widths) of .46 pm or a linewidth of 0.73 pwm. If an i-line source is used instead and nothing else
changes, the resolution improves to 0.61 pm. Evaluating Equation 7.19, the depth of focus is
3.56 pm for g-line and 2.98 pm for i-line.

1:1 scanning projection aligners revolutionized the microelectronics industry during the 1970s.
Prominent among these are the scanning mirror projection aligners first deveioped by Perkin-Elmer
[23, 24]. In these systems the wafer and mask are clamped into a cartridge that scans a narrow arc of
radiation across the mask and the wafer. Figure 7.19 shows a schematic of the scanning system. Dur-
ing the scan, an arc of light that shines through the photomask reflects off two spherical mirrors. The
scanning feature ensures that the tight stays near the center of the optical system. A major advantage
of this type of system is that the exposure optics can be compiletely reflective. Aside from the source
itself, no large expensive quartz lenses are required. The NA of a typical mirror projection system,
however, is only about 0.16. This type of system can be used to geometries of about 2.0 pm at very
high throughput. Figure 7.20 shows front and side views of a commercial scanning mirror projection
system. The full optical path is superimposed on the side view. Because of their high throughput,
some simple ICs are still fabricated using this type of equipment, but they are becoming Jess competi-
tive. Excimer sources have also been applied to scanning systems using a cylindrical lens and mirror
arrangement to transform the rectangular beam into the required crescent shape [25]. Using these
sources one can obtain 1.0-pum features.

1:1 scanning systems are being replaced by step and repeat projection aligners. These systems
are refractive, frequently with a reduction built in. Early steppers used 10:1 reduction lens; 5:1 and
4:1 lenses are now more common, This means that only 2 small region of the wafer, called a field
(typically 0.5-3 cm?), is exposed at a time {26]. This allows systems to be built with very high NAs
and therefore, high resotution. Between exposures the wafer must be mechanically moved to the next
field, hence the common name steppers. Although features as small as 0.1 wm have been ‘demon-
strated [27], they involved unacceptable constraints such as very small fields of view and very mini-
mal focus/exposure latitude. State of the art i-line steppers can repeatably pattern features less than
0.5 wm over fields of more than 2.5 cm on a side [28]. KrF-based steppers are widely believed to be
capable of production at the 0.18 pm level [29] and may be capable of 0.13 pm IC production.
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Figure 7.19  Schematic for the operation of a scanning mirror projection lithography system {courfesy af

Canon U.SA}

In addition to using shorter wavelength radiation, high resolut?on in a stepper can also be
achieved through the use of a high numerical aperfure lens. Tl?e technical chd}que is 1o preduce a
very large lens with litile aberration that is highly transmissive in the deep U_V. This has been‘ anl ;:cssa
of continual progress. State of the art lenses have evolved from NAs of 0.28 in 1978, 10 {-]‘38 n 1 .
to 0.6 today. At the same time, the image field size has increased from 3 mm on a side to near éfl
22 mm on a side. Next generation steppers promise to have fields of about 25 mm by 34 mm w1

ical apertures approaching 0.7. )
numer’;‘he ﬁI:":t steppeprls) used gl%)ba} alignment and focusing. In such a system, the fo::us and a]tgn}
ment are set at one time for the entire wafer. Newer systems aré capable of sight by sight control o
these variables. The system can automatically adjust the alignment and focus at every ﬁ?ld on th;
wafer. Thus they are able to avoid many of the depth-of-focus problc.ms n'onnallg:f associated m}tl
high NA systems, greatly reducing the effects of wafer warpage and distortion. This al.so makes t F;
use of large-diameter wafers much more feasible. To accommodate very large numerical apt?rluref
combined with short wavelengths in new i-line and excimer systems, the neweslt genera.non [
machines is also beginning to use field by field-leveling systems [30] that automatically adjust the
height of the wafer for each field to keep the image in focus. . o ] )

The primary disadvantage of steppers is thronghput. Although scanning projection printers ;2'11
achieve throughput of nearly 100 wafersfhr, steppers typically operate at 20-50 wafers/hr. The
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Figure 7.20 Photographs of a | X mirror projection system: front view (A) and side view {B) with optical path
schematic superimposed (photos courtesy of Canon USAL).

throughput of the system is determined by

- 1
T‘o+n-[£+M+s+A+F] {7.23)

where n is the number of die per wafer, E is the exposure lime, M is the stage movement time per
exposure, § is the stage settling time, A is the site by site alignment time (if used), F is the autofocus
time (if used), and O is the overhead associated with loading/unloading the wafer, prealigning it, then
moving the wafer under the column and preforming the global alignment. Some of this can be done
concurrent with the previous wafer exposure to reduce or eliminate the O term. Since it is common
for # to be 50-100, the total of the times inside the bracket is critical to the commercial success of

steppers. It must be 2 sec or less for the tool to be practically useful. Figure 7.21 shows a commercial
step and repeat 248-nm lithography tool.
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lithographic teols have begun to take a step and

i increase NA and field size,
To il e n Table 7.5, most advanced systems arc

scan approach, scanning the image across a field. As shown i
going to this type of technology.

7.7 Advanced Mask Concepts™

As the quest for producing finer features at ever higher densities conti;-mes 0 challettfzd httflograihgi
new methods have emerged to improve the defect density a_nd resolution by the me 1 o mas; -
rication. Severa proposed methods such as pmdisto@ reticles and the use of optica u[:mxmu f);mre
rection are so difficult that they are unlikely to be implemented on a large.scale in le Tm: wide,;
This section will discuss three current o potential mask improvemn.sms.. P.elhcles are already In o
spread use. Antireflective coatings and phase contrast masks are in limited manufacturing app

tions at this writing.

Figure 7.21
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Schematic of a 248-nm step and repeat lithography aligner. The optical column starts on the right
side, crosses near the top, goes through the reticle, and is focused on the surface of the wafer (photo courtesy of
ASM).

Table 7.5 Current and projected lithography systems

0.18 pm 0.15 pm 113 pm
ASM Lithography PAS 5500/550B PAS 5500/7008 PAS 5500/900B
MA: 0.63; 248 nm NA: 0.70; 248 nm NA: 0.60; 194 nm
4:1 scanner 4:1 scanner 4:1 scanner
Canon FPA-4000ES1 FPA-4C00ES2 FPA-5000AS1
MNA:0.63; 248 nm NA:0.68; 248 nm NA: 0.60; 194 nm
4:1 scanner 4:1 scanner 4:1 scanner
Nikon Precision NSR-52024 NSR-5203A Small field system
NA:0.63; 248 nm NA:0.68; 248 nm availzble
4:} scanner 4:1 scanner
SV Lithography Micrascan 1 Micrascan 111 Micrascan 111
NA: 0.50; 248 nm NA: 0.60; 248 nm NA: 0.60; 248 nm
4:1 scanner 4:1 scanner 4:1 scanner

Tools available as of early 1999 for prototypefmanufacturing (0.18 wm) and for technology development (0.15 and 0.13 pm).
Taken from Burggraaf [31].
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Figure 7.22  Basic concept of phase shift masks as
described by Levenson et al. [351.

7 Optical Lithography

The widespread acceptance of reduction stepper systems has made mask making much easier.
Instead of making a mask with (.5-um lines, a 5X stepper only requires a mask with 2.5-pm min-
imum features. Furthermore, small defects such as particles probably would not be imaged on the
surface of the wafer. If the particles are jarge enough to be printed however, unlike a scanning pho-
tolithography system the stepper will repeat the defect in every field across the wafer. In some cases,
the die size is large enough that only one die can be printed per exposure area. A defect on such a
mask will make every die on the wafer nonfunctional. Very careful attention to potential defects is
therefore essential in stepper plates.

The simplest technique for defect detection on photomasks is optical inspection. This is an
extremely tedious process that is unlikely to be effeciive. The types of defects to be detected are clear
defects such as pinholes, notches, and missing geometries, and opaque defects such as bridges and
particles. Other mask defects include scratches and chips from improper handling and runoutfrunin
and magnification errors. Visual inspection may also introduce defects due to the handling and the
long proximity of the mask with relatively particle prone humans.

Two types of automated mask inspection systems have been developed. The easier of the two
to implement is the die-to-die comparison technique. In this system, the mask is inspected at two
nominally identical locations by illuminating the bottom while maintaining two inspection objectives
on the top that are set at a fixed interval. The system then logs the locations of all positions for which
the intensities measured at the two objectives are not sufficiently similar. Of course, such a system
cannot work with stepper plates that have only one die on the mask. In that situation, the mask
geometries must be directly compared to the database from which the mask was made. This method
tends to generate many more false errors than a direct compare, but is still a good screen for a subse-
quent visual inspection.

The previous steps are often used to ensure that the stepper plate is free of defects as it leaves
the mask shop. To minimize the impact of particles in the fab, stepper plates are often petlicalized. In
this process, a thin coating of transparent material similar to Mylar is stretched over & cylindrical
frame on either side of the mask. The frame stands off the membrane at a distance of about 1 cm
from the surface of the mask. The purpose of the pellicle is to ensure that any particles that fall on the
mask are kept outside the focal plane of the optical system [32]. Damage to pellicles when using
high-energy sources such as excimers is still a problem at this writing.

In any optical system, some fraction of the light will not follow the desired optical train, but
instead will be lost. In enclosed systems, such as those used for photolithography, light rays may
refiect off of multiple surfaces and strike the surface of the wafer, degrading the areal image. One
problem with pellicles is the loss of transmission and increased light scattering from the surface of
the Mylar. For example, the light scatter in a Perkin Elmer III scanning projection printer has been
shown te degrade 3o linewidth tolerances for a 2-pm ine from +0.31 pm to +0.42 pm [33]. Even

the light scatter from the chromium lines in the mask
can be a significant source of linewidth variation, particu-
larly in deep submicron patterns [34]. One new mask
technigue to reduce this problem is to use a 10% anti-
reflective coating on the lens side of the mask.

Perhaps the most dramatic improvement in reso-
lution that masks can provide is through the use of phase
shifting. The concept of phase shifting the optical image,
which was first suggested by Levenson et al. [35), is
iilustrated in Figure 7.22. A mask containing 2 diffrac-
tion grating is overccated with a phase shifting material

Phase shifl material
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Protoresist  at twice the period of the grating in such a marner
pattern that every other aperfure is covered by the material.
Chrome The thickness and refractive index of the material are
Fused sufficient to exactly shift the phase of the light by 180°
silica with respect to the light that does not see the phase shift
material, Ideally the material would not attenuate,
reflect, or scatter the incoming light. The result of
the phase shifting is that the tail of the diffracted distri-
butions from adjacent features would destructively
rather than constructively interfere. This dramatically
improves the modulation transfer function at the sur-
face of the wafer and, therefore, the resotution.
Although phase-shifted masks (PSM) remains largely a
development tool, they have recently received an enor-
mous amount of interest. Fajitsu Ltd., Toshiba Corp.,
and Matsushita Electric have ail recently anncunced
fully functional 64-Mb DRAMSs fabricated using
PSM [36].
Since Levenson’s introduction of the concept, a
myriad of phase shifting techniques have been sug-
gested. Some, such as Levensen’s original proposal,

Figure 7.23  Self-aligned method of phase shifting the dd i
o tho s e e, 14 add films to the surface. Others accomplish the phase

shifting by etching the quartz mask itseif to a sufficient
) ) ) o depth [37]. Although these techniques work very well
on diff:racnon gratings, application to actual patterns is rather difficult. As an alternative, one can use
seif—;?hgned phase shifters. In this type of technology, only the region near the edge of the mask fea-
lure.ls exposed to the phase-shified radiation [38]. This has the effect of sharpening the areal image.
but in a straightforward manner that is easy to implement. Figure 7.23 shows a typical self-aligneci
me-thod [39], sometimes called rim phase shifting. The chromium pattern is used to expose a layer of
re_51st spun on top of the reticle. After development, a layer of resist remains that is perfectly aligned
w1t.h t-he chromium pattern. The resist layer is used as a mask to etch the quartz plate. Finally, the
Fes1st is used to undercut the chromium a controlled distance, and the resist is stripped. What rerr:ains
isa quartz ledge around each chromium line. This ledge acts as a local phase shifter that dramatically
improves contrast and the repeatability of the linewidth of small features.

] These simple phase shifting techniques have been extended considerably into a more aggres-
sive approach called optical proximity correction (OPC). An easy way to understand OPC is to first
break up the exposure field of size X by Y into pixels of size Axv by Ay. Next consider a mask as an
exposure r_natn'x, M. M consists of Os where the pixel on the mask is clear and 1s where the pixel on
the mask is opague. M would have X/Ax rows and ¥/Ay columns. If this mask is used (o expose a
wafer, one can construct an areal image matrix W consisting of the same number of pixels. Ideally
the_two matrices would be identical except for a constant. In practice, the process of exposure cause;
a distortion of the areal image, and therefore of the matrix W. One can consiruct a matrix equation,

W=_5M

where Sis a ma\r'?x that-represents the exposure. It contains all of the information about the optical
_system. ‘Ideally § is a unity matrix. In practice it contains off-diagonal elements corresponding 1o the
image distortion.
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OPC then becomes, at least in principle, an effort to find §~'. If one can identify 5§\, itcan be
applied to the mask to obtain a new mask M’ where

M =5"1M
Then

W=5§M=5S"M=M

The mask compensates for the optical distortion of the system. In theory, once 5" is known, it can be
applied to any mask to correct for diffraction and other degradation of the opticat signal. Although
the matrix would seem to be huge (~10" pixels), it is a very spras¢ smatrix. Furthermore the distor-
tion of simple features such as isolated lines is reproducible from one area of the mask to another.
" OPC therefore allows one t¢ extend the capability of an optical tool at the expense of more compli-
cated and therefore more expensive masks. [t is limited by the pixel size and the digital nature of the
mask data. Multiple layers of partiaily absorbant material can be used to obtain more detaited OPC
masks, however, OPC masks can become quite expensive, approaching $100,000 for a state-of-the-
art plate for a single level.

Egure 7.25 Resist lines for patterning the metal running
diagonally from the lower left. On the right is an expanded view of
the geometry described in Figure 7.26 {after Listvan et al. ).

7.8 Surface Reflections and Standing Waves

Until now, this chapter has considered only the optical train up to the wafer. To get an exposure
through the thickness of the photoresist, it must be partially transparent. The light that penetrates the
resist may reflect back off the surface of the wafer and change the optical energy deposited in the
resist. The required exposure time in a photolithography process, therefore, depends on the films on
the wafer. A specular metal layer on the sueface will require a shorter exposure than exposures over
less refiective films.

One problem with surface reflections is image control. This is particularly a problem for late
process steps where significant topology may have been developed. The problem is shown schemat-
ically in Figure 7.24. In this case, the mefal line is running into an oversized contact. The contact
reflects the light and exposes the pattern, resulting in poor definition of the line in the contact and
possibly a hole in the metal. Figure 7.25 shows a real
pattesn with this problem. Resist lines running over
patterned reflective sublayers have poorty controlled
linewidihs. An expanded view of one part of the pattern
is shown at the right. The resist line that enters the con- Figure 726 Microgtaphs of

i graphs of resist line: iv ; :
1act hoslz ::rzllmszsitu :ic(}}rrl::)l;le;ilg tg):::dc‘rdgped o avoid (after Lissars o). s on reflective metal without and with a 2700-A antireflecting tayer under the resist
this problem. It is possible to control the reflectivity of
a layer by changing the deposition parameters, but this
ofien requires some compromise of the deposited film
characteristics. A better solution is to avoid topology

type of process will be covered in the next cha
_ pter. The second solution i i
through etching processes. This wili be discussed in Chapter 15. Polution 1 to planarize the layer

0 .
et = _ and planarize the layers. This avoids not only uninten- use of a?:i;:fll::::em s;Jrface Lop((;lugy effects thz}t has been applied with considerable success is the
tional side exposures, but a host of other problesms, both polymers under the photoresist [40]. Figure 7.26 shows resist lines patterned on

specul. i o
for lishography and for metal seposition. The planasiz- antireﬁa;cT:;a{[aiT\i ;:T;ut::eo ztie: top;logg as in Figure 7.25. In the figure at the right, a 2700-A
ore the photoresist. After resist develop, a short etch in,an
] oxygen

plasma was used to oy & exposed antireflective -
I ! 3 l- remove th € 1 material, Side reflections are CD]TIP{E‘B]}? elim
inated and dimensional control is excellent. (Fﬂf Compariscn, a mjcrograph of a standard resist line

Figure 7.24 Light from the exposed regions can be ' . .
reflected by wafer topology and be absorbed in the resist in ing layer may be temporary, such as a thick absorbing
nominally unexposed regions. resist layer applied under a thinner imaging resist. This
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Wafer surface

Figure 7-27  The formation of standing waves in the resist.

on a similar substrate is included as weil.) The draw-
back of such a process is its complexity. The layer
must be applied and baked before the resist is applied.
Tt must not interact with the resist, and it must be
noncontaminating. The layer must be etched after
resist develop, and it must be stripped after Tesist
removal. -
An examination of micrographs of most restst
lines will reveal the presence of ridges along the
resist edges. These ridges are caused by standing
waves in the aerial image. Standing waves are due to
constructive and destructive interference between the
incident and reflected light. Figure 7.27 illustrates the
effect. As a result of this interference, the intensity of
the light in the resist varies with thickness. With the
change in the exposure comes a change in the resist
dissolution rate {(see Chapter 8). The use of an anti-
reflecting coating completely eliminates standing
wave patierns. For good resist processes, however,

the lateral amplitude of the wave on the edge of the resist is much tess than 500 A, and so standing

waves are not a major problem.

7.9 Alignment

1t was suggested at the outset of this chapte

t that photolithographic processes should be judged by

three metrics: resolution; registration, and throughput. One should not underestimate the importance

of registration in microelecironic fabrication.

1t limits packing density and, therefore, circuit perform-

ance. To understand why, consider the following analogy. A skyscraper is to be built fleor by ficor.

Each floor is to be built on the ground. All plumbing and electrical are done before assembly of the

building. Connections are made automatically when each floor is placed on the previous one. if one

hopes to get water and power on the top floor,
below it. To accomplish this feat the tradesmen

each pipe.and efectrical contact pads on each wire. Needless to say, if 10° of the connections must be

each level must line up very closely (o those above and

decide to top each floor off with rubber connectors on

made at each level, the size of the pads and connectors could easily determine the amount of space

left for the actual office. If the building is
these passthroughs and the spaces between

the wires and pipes are | mm in diamete

is 0.5 mm.

200 feet on a side and 50% of the space is allocated for
them, they must be about 2 mm on a side. Assuming 1!13.1
r, the required building alignment for the construction

A reasonabie rule for ULSI lithography is that registration errors should be no more tha1_1 one-
fourth to one-third of the resolution. As already mentioned, steppers have the p.otenua‘I for alignming
each exposure field individually. To utilize this site by site a]ignme_m economically, an automated
alignment system must be used. Typically this is done by reflecting light off the smrface of the \?'azr
and back through the mask. A box-within-a-box arrangement is used, and the wa.lfer is moved \.eri £
widths of the intensity peaks on either side of the center box are equal. Oft(?n.a §1ng!e global al}gnment
is done manually first to ensure that each die will be properly aligned to rr{mimlze the search time.

Figure 7.28 demonsirates two possible types of misalignments. Simple x, ¥, and @ errors are
called misregistration and are due 10 poorly aligning the mask and wafer. In many steppers, the wafer

Misalignment Runout

Figure 7.28 Two typical registration errors.
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is not aligned directly to the mask. Instead, both the wafer

Aiz A‘t Aﬂ lﬂ m,z MZ ﬁ 2 M 2 and mask are aligned to the optical train of the exposure sys-

tem in two separate steps. Misregistration errors can occur if
these two alignment schemes do not exactly match. A peri-
odic process of baseline correction is done to prevent these
systematic errors. Runout or runin is a net difference in the
distance between die. On 1> systems such as contact/prox-
imity and scanning projection printers, runout is often
caused by changes in the physical size of the wafer after it
has gone through a series of high-temperature steps. Steppers reduce this problem in a global align-
ment mode and almost completely eliminate it using a good site-by-site scheme. This type of errer
can easily be caused by small changes in the temperature of the mask. Fused silica is typically the
material of choice for the mask, due in part o its low thermal expansion coefficient (5 X 107°C™).
Preventing an expansion of more than 0.1 pm across an 8-in. plate requires temperature control of
about 0.75°C. This is not straightforward to obtain when large amounts of optical energy must be
transmitted through the mask. Advanced exposure systems are used in submicron steppers to control
the temperature of the mask to minimize this problem. Die rotation and misalignment due to align-

ment marker distortion are also possibie. Te find the total overlay tolerance one must sum the squares
of the individual components:

= [ET‘Z] "’ (7.24)

7.10 Summary

This chapter concentrated on the production of the areal image, the opticai intensity as a function of
position on the surface of the wafer. For the smail features of interest in integrated circuit production,
diffraction effects are extremely important. Simple contact printers can be used for pattern structures
to less than 1 wm, but these systems are highly defect prone. To avoid this problem the mask can be
floated above the wafer in a process known as proximity printing, but at a cost of degraded resol-
ution. Projection lithography systems capable of submicron resolution were introduced. To achieve
increased resolution in either type of optical system, it is desirable to use shorter wavelengths of
exposing radiation. Although mercury arc Jamps have historically been the most widely used source,
excimer lasers are dominant in current generation and advanced lithography tools. Finaily, methods
to increase resolution through mask. making were introduced, primarily the use of phase-shifted
masks and optical proximity correction.

The chapter began by the observation that lithography plays a critical role in determining the
performance of a technology. As such, lithography has long been the gating process in technology
development. As a result, it is natural to wonder how far optical lithography can be pushed. Nonoptical
techniques, several of which will be reviewed in Chapter 9, suffer from severe drawbacks compared to
optical lithography. There is a considerable amount of truth to the suggestion that the limit of optical
lithography is roughly three generations beyond the current state of the art, and has been for the last 20
years. It is expected that 193-nm sources and OPC will extend optical lithography to at least 0.10 pm,
and perhaps to 0.07 pum. If large-scale optics can be created for the F, laser, optical lithography will
probably be extended to at least 0.05 pum. Resist improvements and mask refinements such as phase
shifting and OPC are decreasing the minimum feature size faster than the exposing wavelength.
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Problems

Some arc lamps produce a significant amount of energy in the deep UV because of the high

energy ¢lectrons in the plasma. Ozone creation is therefore, a significant concer. o

(a) Calculate the plasma temperature required for the blackbody component of the radiation 1o
be maximum at 200 nm.

() If the volume of the lamp is 0.1 1 and the gas is at 1 atmosphere at room temperature, use

the approximation
3
E 3 kT

where k is the Boltzmann constant, 10 determine the internal energy of the gas. This isa roug:1
approximation that assumes the ionization of the gas_to be negligible and that ail specn:ls are
the same temperature. Note that 1 mole of gas occupies 22.8 L at room temperature an
IS;::n»:rctshP:tleffr x << Agiw and w small enough to satisfy _the‘ Fraunhofer (j,riteria that f(x,y) is
independent of position in the x direction. Explain the significance of this resylt. N
Use Equations 7.8, 7.9, and 7.10in a 3-Dhgni\phinf3%mgram ‘;o [:ulot2 tSh: :eal intensity v
¥ 1-pm aperture. Assume that A = nmand g = . ]
;2[:1: :(f)fro:t?;o mal:B a rsleatively inexpensive aligner, vffhich is capable f’f prod_ucmg ve;ylsmali
features, an engineer replaces the optical source of a simple cor.ltact l?nnter mt:lhl an kﬁd 0afser.
{a) List two problems that the engineer is likely to encounter in mng_to use this -
aligner to make simple discrete devices. Assume that c_levme ylelfi is unimportant. -
(b) Assume for this problem that the resist constant for this process is 0.8, a.nd that:, 11:1 ;-,I
contact, the gap is egual to the resist thickness. If the resist is 1.0 pum thick, what is tne
minimum feature size that can be achieved? .
(¢) How thin must the resist be made to achiev_e a U.I-me.resolu.nol_l? b used asa
1f the exposure could be done successfully, and if the resulting resist 1umage 15 to be use !
mask to etch some feature (for exampie, 0 eich a gate electrode), what probiems might one

with this procedure?

5. Plot resolution and depth of field as a function of exposure wavelength for a projection aligner

with 100 nm < A < 500 nm. Use & = 0.75 and NA = 0.26. On the same plots, rec‘alculale these
functions for NA = 0.41. Discuss the implications of these plots for the technologist that must

manufacture transistors with 0.5-pum features. _ _
A proximity aligner is used to expose 1-pum apertures. The gap is 25 pm. The separation

; between the mask and the g-line source is 0.5 m. 1s the Fresnel criterion (E_quation 1.5) s.)atizij:d?
At what feature size would the inequality no longer be valid? How does this compare with
simple feature size prediction of Equation 7.16? . )

1. Repllat Problem 6, if the source is replaced with an i-line Yamp anfi with an Ar_F laser. 718

8. A particular resist process is able to resolve features whos_e MTFis = 0.3 Usmg—Figure .18,
calculate the minimum feature size for an i-line aligner with an NA = 04 and § = 0.5.
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Photoresists

The last chapter discussed the production of the aerial image, the patiern of radiation produced at the
surface of the wafer during an optical exposure. To transfer a pattern the radiation must strike a photo-
sensitive material, and it must change the properties of that material in such a way that a replica of
the mask is left on the surface of the wafer after the photolithography process is complete. The photo-
sensitive compound used in microelectronics is called photoresist or simply, resist. This chapter will
discuss the effects of radiation on the properties of photoresist. It will concentrate on novolac-based
systems since they are most commenly used in IC fabrication.

8.1 Photoresist Types

One of the most basic categories into which photoresist can be divided is its polarity. Following
exposure of the photoresist to the light, it is immersed in a developer solution. Positive photoresist
responds to the light in such a way as tc make the exposed regions dissolve more quickly during the
development process. Ideally, the unexposed regions wili remain unchanged. Negative photoresist
responds in the opposite manner. Unexposed regions of the resist will dissoive in the developer,
while exposed regions remain behind. Positive resists tend to have the best resolution and are there-
fore much more popuiar for IC fabrication. They will be covered in more detail, however, pegative
resists will alse be briefly discussed.

The photoresists used for IC fabrication normally have three components: a resin or base mater-
ial, a photoactive compound (PAC), and a solvent that controls the mechanical properties, such as the
viscosity of the base, keeping it in a liquid state. In positive resists, the PAC acis as an inhibitor
before exposure, slowing the rate at which the resist will dissolve when placed in a developing solu-
tion. Upon exposure to light, a chemical process occurs by which the inhibitor becomes a sensitizer,
increasing the dissolution rate of the resist. Ideally, the inhibitor would completely prevent any dissol-
ution of the photoresist, and the enhancer would produce an infinite dissolution rate. Of course, this .is
not achieved in practice.

The two most utilitarian metrics for the performance of a resist are sensitivity and resolution.
Sensitivity refers to the amount of light energy (usually measured in mlécm?) necessary to create the
chemical change described above. The more sensitive a photoresist is, the faster the process will be,
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a shorter exposure time will be necessary. Resolution refers to
the smallest feature that can be reproduced in a photoresist. As .explained in tha_: las;1 celzipter, lh;:
strongly depends on the exposure 100l and the pho_toresisl process _1tself. But even in a fixed exposu:
tool, this metric in particular carries with it a considerable nncertainty.

since for a given exposure intensity,

§.2 Organic Materials and Polymers®

sidered in this chapter are carbon-based organic molt?cuies.
£ expertise of many of the students who might use this text,

i ll i i i ir relevant properties. Like silicon,
i 1 introduce these materials and review a few of their re
e e tou res four additional electrons to complete the

electrons in its valence shell. It requil :
:}aljfnUt:;iskio:iliicon however, carbon readily bonds with i'fseif ‘ayowing it to form cd(?:'n%lexdchaiir':;
and long repetitious molecules. Life on Earth is based- on this ability. Carbon a]§o rea 3:1 y ;:;1 S :a
hydrogen and materials to the right of it in the Periodic Table. '-1"he molecules dlSCl.lSde in :j c1 ;E:
ter are made up of carbon, oxygen, hydrogen, and nitrogen, with small.amounls of a 1t1()r.'1th E Z "
ents. Over the past decade, methods have also been developed to combine hydrocarbons with heavy

i i ted
i roduce a class of materials known as organomeiallics. These se.ltura i
el S iy compounds d separately in another chapter. This section will

iphatic (open-chain) compounds will be discusse h
:];Ecentra(lep:n two cl)asses g(f)carbon compounds: aromatic l;lI.lgS and long-chain polymers. e
Aromatic ings consist of six carbon atoms arranged ina planar hexagonal structure. 1:1'1 e
simplest such compound, benzene, a single hydrogen atom, 15 attached tq each carbon atom ( 1g‘ns
8.1). Often these hydrogens are left off of the chemica‘d symbol for brevity. _The‘carbon aitom galb
two electrons by covalenily bonding o two nearest neighbor carbon atoms, 1'5 gains one tcal echr:ln Ri;
bonding to the hydrogen. The last unpaired electron from each atom pa-ru::l[.)ate:s in a ebfalc dlelo_
bond that takes the shape of a doughnut arcund the benzene molecule. It is this highly mobile

calized pi-electron that gives the aromatics their unique properties.

Many of the compounds that will be con
Since this is commonty outside the area o

Chiorobenzene
(A} (B)

Q) o
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©

Figure 8.2 Some aromatic-based
compounds based on (A) single site
substitution, (B) double site substitution,
and (C) aromatic condensation.

Figure 8.1 Diagram of simple benzene aromatic ring. The
delocalized pi-bond electrons are in a ring that sum‘)qnds the
nuclei. The symbol indicates the currently accepted ring

notation.
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Figure 8.3 (A} Polyethylene, an
example of a simple polymer,

(B} Branch chain polymers,

{C) Cross-linking.
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A wide variety of compounds can be made by making simple variations
of the benzene ring. As showa in Figure 8.2, toluene, a common solvent, is
formed by replacing one of the hydrogens by a methyl (CH,) group. Simi-
larly, single hydrogen substitutions can produce phenol {OH), aniline (NH;),
chicrobenzene {Cl), and styrene (HC-CH,). {An “-" sign in the molecular
formuta indicates that two electrons are participating in the bond.) An organic
acid called carboxylic acid can be formed by adding a carboxyl group
(COOGH). This compound in particular will be important in the discussion of
H  positive photoresists. The xylene class of solvents is formed by replacing two
H hydrogen atoms with methyl groups. Finally, aromatic rings can aftach

directly to each other. The simplest such combination, naphthalene, is shown

H in Figure 8.2. Much larger molecules can be formed in linear and 2-I} arrays

s of aromatic rings. Graphite is an example of such a compound. Many of the

suspected carcinogens in cigarette smoke are smaller condensed aromatics.

Finally, not all aromatic rings have six carbon atoms. Rings can also form

v with five atoms, although they are less common. Often these five atom rings
H are attached to one or more benzene rings.

Polymers are very large melecules formed by linking together many
smaller repeating units called monomers. A polymer can contain as few as
five monomers, or it may contain thousands. Typical polymers include plas-
tics, rubbers, and resins. Because of carbon’s ease of bonding to itself, many
polymers are carbon based. The simplest polymer is polyethylene (Figure
8.3). It consists of a long chain of carbon atoms, each bonded to two hydro-
H gen atoms. The monomer for polyethylene then is CH,. A polymer may also
be branch chained as shown in Figure 8.3. These molecules are stronger and
have a higher density. Finally, polymers may cross-link, that is, bond with
themselves or with other polymers. Again, this increases the strength, and
more importantly for this application, it reduces the ability of these mole-
cules to disselve in typical solvents. On the other hand, if polymers are bro-
ken apart into a number of shorter chains, the molecules are more readily
dissolved.

As with the benzene ring, many common compounds are simple vari-
ations of the basic polyethylene chain. If one hydrogen on every other carbon
is replaced by a chlorine atom, the resultant material is polyvinyl chloride
{PVC), which is commenly used to make plastic pipes for plumbing; PVC
can also be softened to make simulated leather and raincoats. If a benzene
ring is substituted for the hydrogen, the resultamt material is acrylic, a com-
mon plastic.

One can now imagine a simple resist. If exposure of a long chain polymer leads primarily to
chain scission, the polymer dissolves more readiiy in the developer. Thus the polymer acts like a posi-
tive tone resist. if exposure of the polymer leads primarily to cross linking, the exposed resist dis-
solves more slowly in the developer. The polymer acts as a negative tone resist. One of the problems
with this simple resist is that it may be difficult to ensure that only one of these processes occur.
Chemists then can alter the backbone of the polymer to increase the likelibood of its dissolution or
they can add reactive side chains to promote cross linking. In the former case however, it may be dif-
ficult to use the resist as an etch mask since the resist may also be attacked by etch process.

*T—co—=
-
I
——
l
=—O—T
E—mn—I

Cross-linking ("]




186 8 Photoresists

1 OH
Ch
Hy
OH
CH,
Hs
&,

Figure 8.4 Maeta-cresol
novolac, a commonly used
resin material in g- and
i-line applications. The
basic Ting structure may be
repeated from 5 to 200
times.
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Figure 8.5 Diazo-
quinone (DQ}, the most
commonly used
photoactive compound
for g- and i-line
applications. The right-
hand ring is not

an aromatic but has &
double bond.

8.3 Typical Reactions of DON Positive Photoresist

Currently the most popular positive resists are referred to as DQN, corresponding to
the photo-active compound (DQ) and matrix material (N}, respectively. As will be
discussed later in the chapter, these resists cannot be used for very-short-wavelength
exposures. As a result many alternatives are currently being developed. For i-line
and g-line exposures, however, DQN is the dominant formulation. These resists
evolved from materials used to make blueprints [1]. The matrix material in DQN
resists is a thick resin called novolac. As shown in Figure 8.4, novelac is a polymer
whose monomer is an aromatic ring with two methyl groups and an OH group. Most
novolac is used as an adhesive when making plywood. By itself, it dissolves easily
in an aqueous solution. Solvents are added to the resin to adjust the viscosity. This is
an important parameter for the application of the resist to the wafer. Most of the sol-
vent is evaporated from the resist before the exposure is done and so plays little part
in the actual photochemistry. The solvents used in positive tesists are generally
combinations of aromatic compounds such as xylene and various acetates, although
newer resists targeted toward deep UV applications are moving away from these
compounds.

The most commonly used PACs in these resists are the diazoquinones (DQ),
such as the one shown in Figure 8.5. The part of the molecule from SO, down,
which includes the two lower aromatic rings, is specific to particular resist manufac-
turers and plays only a secondary role in the exposure process. We will therefore
simplify the DQ molecule by representing it with a generic R. In this state, the PAC
acts as an inhibitor, reducing the dissolution rate of the resist in the developer by a
factor of 10 or more. This occurs by a chemical bonding of the PAC and the novolac
at the surface of the resist where it is exposed to the developer [2], although the
exact mechanism is still the subject of debate [31. Recent work has also suggested
that for the inhibitor mechanism to be operative, thermal cycles such as the softbake
are necessary after application [4].

The nitrogen molecule (N,) in the PAC is weakly bonded. As shown in Figure
8.6, the addition of UV light will free the nitrogen molecule from the carbon ring
leaving behind a highly reactive carbon site. One way to stabilize the structure is to
move one of the carbons outside the ring. The oxygen atom is then covalently bonded
to this external carbon atom. This process is known as a Woiff rearrangement. The
resultant molecule shown in Figure 8.6 is called ketene. In the presence of water, a
final rearrangement occurs in which the double bond to the external carbon atom is
replaced with a single bond and an OH group. This final product is carboxylic acid.

This process works as a PAC because the starting material will not dissolve in
a base solution (one with a pH < 7). If the PAC is added to the matrix in about a
1:1 mixture, the photoresist is aimost insoluble in a base sotution. Carboxylic acid,
on the other hand, readily reacts with and dissolves in base solutions [5]. This disso-
Jution occurs for two teasons. The resinfcarboxylic acid mixture will rapidly take up
water. The nitrogen relcased in the reaction also foams the resist, further assisting
the dissolution [6]. The chemical reaction that occurs during this dissolution is the
breakdown of the carboxylic acid into water-soluble amines such as aniline and salts
of K {or Na, depending on the developer). As already mentioned, the novolac resin
itself is already water soluble and so dissclves easily. This process continues until
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Figure 8.8 Photolysis and subsequent reactions of DQ upen UV exposure.

all of the exposed resist is removed. It is not unusual for the dissolution rate of the photoresist to
change by more than an order of magnitude under this process. Only light, water, and the ability to
remove the nitrogen gas are required to drive the process. Typical developer solutions are KOH or
NaOH diluted with water.

One of the great advantages of DQN photoresists is that the unexposed areas are essentiaily
unchanged by the presence of the developer, since it does not penetrate the resist. Thus, a pattern of
small lines on a clear field that is imaged onto a positive resist keeps its linewidth and shape. Ancther
advantage is that novolac is a long-chain aromatic ring polymer that is fairly resistant to chemical
a.ilack. iI'he photoresist pattern is therefore a good mask for subsequent plasma etching. Most nega-
tive resists work by cross-polymerization, a process in which the large resin molecules attach to each
othel.' to become less soluble. A typical negative resist is an azide-sensitized rubber such as cyclized
polyisoprene. Negative photoresists have very high photospeeds and adhere well to the wafer without
pretreatment. The primary disadvantage of these resists is swelling. Swelling refers to a broadening
of the linewidth during the development phase, which takes place in organic solvents rather than
agueous solutions. An after develop bake will typically cause the lines to return to their original
dimension, but this swelling and shrinking process often causes the lines to be distorted. Closely
spaced lines may come in contact during the swelling phase. As a result, negative resists are gener-
ally not suited to features less than 2.0 wm, unless very thin imaging layers are used in a multilayer
process. Pinholes are also a serious concern in such an application.

8.4 Contrast Curves

As mentioned above, resolution is a very useful metric for resist performance, but it is highly depend-
en_n on the exposure tool. A function known as contrast () is used to characterize the resist more
directly. The contrast of a resist is measured by first coating a wafer with a layer of photoresist.
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' I:lb‘, 3 '1100 Table 8.1 Contrasts for several commercial resists for different wavelengths
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2 L g T line edge. Typical optica photoresists have a contrast of 2 to 4. This means that D,g is 10" t0 10**
E 0.2k g2t times farger than Dy. Furthermore, conirast curves are not fixed for a given resist. They depend on the
Duso Dy development process, the softbake and postexposure bake processes, the wavelength of the exposing
‘ L r L radiation, the surface refiectivity of the wafer, and several other factors. One task of the lithographer
] — :IB —t '1'” 1000 0 10 100 1000 is to adjust the photoresist processing to maximize the contrast while maintaining an acceptable pho-
Exposure dese (md/em?) " Exposure dose (mifem?) ® tospeed. Table 8.1 shows typical contrasts for several resists for various wavelengths.
Figure 8.7 Contrast curves for ideatized resists: (A) postitive tone and (B) negative tone. :

Assume for now that a positive tone resist is used. The resist thickness is measured and the resist then
given a uniform exposure of tight for a small period of time. The exposure dose then is just the light
intensity (in mW/cm?®) multiplied by the exposure time. Next, the wafer is immersed in a developer
solution for a fixed period of time. Finally, the wafer is removed from the developer, rinsed off,
dried, and the remaining resist thickness is measured. If the light intensity was not too large, little of
the PAC has changed from an inhibitor to an enhancer, so the thickness should be about the same as
the original thickness. The experiment is then repeated for increasingly larger doses. If one normal-
izes the remaining resist thickness and plots it versus the logasithm of the incident dose, a 'y or con-
trast curve as shown in Figure 8.7 will be obtained. The curve has three regions: Jow exposure where
almost all of the resist remains, high exposure where all of the resist is

region between these two ex(remes.

To derive a numerical value for the contrast of a photoresist, first approximate the steeply
sloped portion of the curve by a straight line. The line extends from the lowest energy dose for which
all of the resist is removed. This energy density is called Dy The dose at which the line has a y-
drive the photochemistry. This

value of 1.0 is approximately the lowest energy needed to begin to
energy is calied Dg. Then the contrast is defined as

_ 1
Y= Togi( Do/ Do)

which is simply the slope of the line.

Example 8.1

Consider the contrast curve oblained from a commercially available resist, shown in
Figure 8.8. Assume that the areal image can be approximated by two straight lines. The intensity
is a constant from x = 0 to x = 1.0 um and varies linearly from x = 1.0 to x = 2.5 pm (Figure
3.8B). Then, we can multiply this exposure energy by the time 1o obtain a profile of dose as a
function of position (not shown). Finally, we can map the
determine the Tesist profite as shown in Figure 8.8C. Note that these cu
mate profiles. They ignore 2-D and 3-D development of the resist and the vertical exposure vari-
ation. One can take Figure 8.8C and extract a plot of feature size W versus exposure dose. These
curves are often used to measure the sensitivity of the critical dimension to the exposure dose.

dose plot onto the contrast curve and
rves are only very approxi-

removed, and the transition

exposures produce shallow angle resist profiles that are less

For typical resists low exposure dosages are less than 50
profile depends primarily on the low exposure and transition

ml/cm?. At these energies, the resist
regions of the contrast curve. These
dependent on the quality of the areal
image. For doses greater than about 150 mJicm?, the exposed regions are typicaily well above Do

Then, the resist profiles depend primarily on the optical image and light scattering and absorption in

the resist and the profiles are fairly sharp. Although a sharper image is usually desirable, jtcomesata

(1M cost of a longer exposure time and therefore slower throughput. Most exposures are done in the mod-
erate or high exposure regimes. Subsequent comments shali be confined to these regimes.

Once the light begins to penetrate the resist its intensity will decrease as

Contrast can be thought of as a measure of the ability of a resist to distinguish between light I=1e™
and dark portions of the mask. For the moment, the significance of contrast may not be apparent.

Consider the exposure of a diffraction grating. As discussed in Chapter 7, the radiant intensity varies
smoothly near the edges of the lines and spaces. The higher the contrast of the resist, the sharper the

8.2

where ¢ is the optical absorption coefficient in the photoresist, having units of inverse length. In gen-
eral, D, is independent of the resist thickness. Dy is inversely proportional to the abserbance A,
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Exampile 8.2

A new photoresist is being developed for use in a KrF stepper. If the stepper has NA = 0.6
and a spatial coherence of 0.5, what is the minimum feature size when ¥ = 3.0? If the resist has
¥ = 4.0, what will the minimum feature size be?

Using Equation 8.6, the CMTF of the two resists are 0.366 and 0.206. Setting these wo
numbers equal to the MTF in Figure 7.18, the resclutions are 0.52 and 0.63 lines per unit iength
normalized to the cutoff frequency. For a KrF stepper with a 0.6 NA lens, the cutoff frequency is
3.97 wm~'. Then, the resolutior: of the exposure too! using these two resists would be 2.06 and
2.50 line pairs per micron or minimum feature sizes of 0.24 and 0.20 pm.
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1.0
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® 04 where Tyis the resist thickness. Then cne can show
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may have poor step coverage
ph; 1t may also be unable to withstand the etch of the
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Figure 8.8 ({A) Measured contrast curve for 2 clommercial
DQN resist. (B) Simple areal image. (C) Approximate
profiles for 1-, 2-, and 3-sec exposures.

resolved. If it is greater, it is possible 1o resolve the image. Like

resolution.

A typical value for the CMTF is ab(?ut 0.4. The func-
tion of the CMTF is to provide a simple test for the
resolution of a photoresist. If the MTF of‘an areal
image is less than the CMTF, that image will not be
the contrast, it gives us a single number for the

*Optional steps

Figure 8.9 Typical process flow in a
photelithography step.

8.6 Applying and Developing Photoresist

The steps in a photolithographic process are listed in Figure 8.9. For
positive resists, the wafer must typically be pretreated before resist
application in order to obtain a smooth, uniform coverage of the pho-
toresist with good adhesion of the resist to the wafer. The first step in
the pretreatment is typically a dehydration bake. Done at 150-200°C,
in either vacuum or dry nitrogen, this step is intended to drive off
most of the adsorbed water on the surface of the wafer. At this tem-
perature, about one monolayer of water remains en the surface. Dehy-
dration bakes can be done at much higher temperatures to further
remove all of the adsorbed water, but these high temperature bakes
are much less common.

Immediately following the bake the wafer is often primed with
hexamethyldisilazane (HMDS), which acts as an adhesion promoter.
Vapor priming is dene by suspending the wafer above a container of
the high vapor pressure HMDS liguid and allowing the vapor to coat
the surface of the wafer. Liquid HMDS can also be applied directly
on the wafer by dispensing a fixed volume and spinning the wafer to
spread out the liquid to a very thin uniform coating. Using either
method, one monolayer of HMDS bonds readily with the surface of
the wafer, even if it is partially hydroxylated. The other side of the
molecule bonds readily with the resist.

The wafer is coated with photoresist after it is primed. The
most common application method is spin coating. The wafer is first
mounted on a vacuum chuck, which is a flat, hollow metal disc con-
nected to a vacuum line. The chuck has a number of small holes in
the surface. When a wafer is placed on its surface, the vacuum draws
the wafer into intimate contact with the chuck. A predetermined
amount of resist is then dispensed on the surface of the wafer. Torque
is applied to the chuck to rapidly accelerate it at a controlled rate
up to a maximum rotational speed, usually 2000—-6000 rpm. The
acceleration stage is crucial to obtaining good uniformity since the
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solvents begin evaporating from the resist as soon as it is dispensed. The wafer is spun at this speed
for a fixed period of time, then decelerated in a controlled manner to a stop. A variation of this
method, called a dynamic dispense, is 10 apply some or all of the tesist while the wafer is spinning at
low speed. This allows the resist to spread across the wafer before the high speed spin.

Resist thickness and thickness uniformity are critical param-cters in developing a good photolitho-
graphy process. Thickness is not a strong function of the dispense amount. Typically, less than 1% of
the dispensed resist remains on the wafer after spinning. The rest flies off during the spin. To avoid a
redeposifion of this material spinners have splash guards around the chuck. The thickness of the resist
is primarily determined by its viscosity and the spin speed. Higher viscosities and stower spin speeds
will produce thicker layers of photoresist. The resist thickness is found to vary with spin speed as [9]

Ty % Chy

A typical process might be a 30-sec spin at 5000 rpm to produce a resist thickness of about 1.0 um.
At this point, the resist has a tacky consistency since less than one-third of the solvent remains.

After spinning, the wafers must uadergo a softbake or prebake. The function of this step is
to drive off most of the solvent in the resist and to establish the exposure characteristics [10]. The
dissolution rate in the developer will be highly dependent on the solvent concentration in the final
photo-resist. Generally shorter times o lower temperature softbakes lead to an increased dissclution
rate in the developer and so to a higher sensitivity, but at the cost of lower contrast. High-temperature
softbakes can actually begin to drive the photochemistry of the PAC, leading to Tesist dissolution of
unexposed regions in the developer. In practice, the softbake cycle is empirically determined through
trial and error by optimizing the contrast while retaining an acceptable photosensitivity. Typical soft-
bake temperatures are 90-100°C. Times range from 30 sec on & hotplate to 30 min in an oven. The
solvent concentration remaining afier softbake is usually about 5% of the criginal concentration.

After softbake the water is exposed. This process was described in some detait in the previous
chapter. After exposure, the wafer must be developed. Nearly all positive resists use alkaline devel-
opers such as KOH dissolved in water. During the develop cycle, the carboxylic acid reacts with the
developer to form amines and metallic salts. In doing so, it consumes the KOH. Care must be taken
to constantly replenish the developer if a consistent process is to be maintained. In simple immersion
developing, this is done by periodically dumping and refilling the tank, for example, after a certain
number of wafers have been processed. To maintain a more consistent develop process, the develop
fime is often increased between tank refilis. A method more commonly used in manufacturing is to
ensure a supply of fresh developer for each wafer by dispensing it on track equipment in a process
knowa as puddle develop [11] or by loading a batch of wafers into a spray developer system [12].

During the develop process the developer solution penetrates the surface of the exposed resist
creating a gel. The depth of the gel, called the peneiration depth, is negligibly small in novalac-based
resins. This is not true for many negative tone resists, where the swelling of the penetration region
can lead to a distortion of resist features. Hanabata et al. first proposed the so-called stone wail model
for novalac-based positive tone resists {13]. In this model, the carboxylic acid dissolves very quickly
in the developer, increasing the effective area between the developer and the novalac matrix. In unex-
posed regions an azocoupling reaction hetween the matrix and the PAC retards the dissolution rate
[14]. This inhibition depends on the chemical structure of the novalac matrix [15]. The dissolution
mechanism is key to obtaining a high-contrast resist.

Like many chemical reactions the develop process is very temperature sensitive. It is important
therefore, to control the develop temperature carefully if accurate control of linewidths is 1o be
maimained. Developer temperature often must be controlled to better than 1°C. In the case of spray
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Figure 8.10 Contrast curves for Megaposit SPR500 resist
using MF CD-26 developer fcourtesy Shipley).

developers, the temperature drop associated with the  29°¢/60 sec
adiabatic expansion as the developer is forced from the

nozzle must be taken into account. To compensate for

this effect, heated spray nozzles are sometimes vsed.

The develop process can affect the resist con-
trast and therefore the resist profiles. Figure 8.10 125°C/60 see
shows the contrast curves for Megaposit® SPR500™
[16] photoresist developed using MF CD-26. The film
thickness for this curve was 1,085 pm, and the expo- Figure 8.11 Resist profiles of a 1-jsm line

- P - - sl

fil:)I:ewfzi ‘é%“e mmi?ln l-hgl)'i{;sourcc. The softbake was  4pq space and 2 iargel;ealure in SPRtLZFX resist

sec using a 90°C hotplate, and a 60 sec  for different hardbake temperatures {courtesy
110°C hotplate bake was done after exposure. When  Shipley). ’
using a 60-sec single spray puddle application of the
developer, the contrast was 3.14. However, if two spray dispenses are done, each of which is 30 sec
long, the contrast increases to 4.12. Obviously, the photolithography process is a multidimensicnal
space and optimization of the process is an important and challenging task.

The surfactant HMDS was used to ensure a more uniform coating between the photoresist and the
wafer. Surfactants may also be added to the developer solution. During the develop process it will
migrate to the surface of the wafer, orienting itself with the hydrophebic portion of the surfactant toward
the resist and the hydrophilic end toward the developer. This reduces the surface tensicn and improves
the ability of the developer to wet the surface of the wafer [17]. In some cases, agitation, such as ulira-
sonic waves, may be used in conjunction with the sucfactant to optimize the contrast [18, 19]. The-sur-
factant may also serve as a dissolution inhibitor, blocking the developer from the unexposed regions.
Mckean et al. used this effect to increase the contrast of a thick film resist by a factor of three [20].

High temperature bakes may also be done after develop. Sometimes called a hardbake, this is
used to harden the resist against further energetic processes such as ion implantation and plasma
etching. Figure 8.11 shows 1.0-m line and space and large-feature resist profiles for 60-sec hotplate
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bakes of varying temperatures. The resist is Shipley Megaposit SPR-2FX, which is used for sub-
micron g-line exposures. At sufficiently high temperatures, the tesist profile begins to reflow. This can
be used to produce a shallow profile so that during a subsequent etch the angle can be reproduced in
the underlying film. The reflow temperature depends on the resist to be used. Some resists, formu-
jated for use in energetic processes, do not flow below 200°C.

There are several types of systems available for resist processing. The simplest, and the one
most likely to be encountered in a university laboratory, is a pair of convection ovens for processing
batches of wafers through hard and softbakes and a single-wafer spinner. Often resist is applied using
a syringe. Even this crude and inexpensive equipment can be used to fabricate submicron features,
but uniformity and reproducibility leave much to be desired. At the other extreme, industrial fabrica-
tion facilities normally use automated photoresist processing systems (Figure 8.12) sometimes called
tracks. In these systems, wafers move from a storage cassette to a hotplate or infrared lamp oven
where a dehydration bake is dope. Next, they are moved to a dispense station where HMDS is
applied and spun, then photoresist is dispensed and spun. Next, they move 10 4 second hotplate or
infrared lamp for a softbake. Finally, they are sent to a second storage cassette from which they are
taken for exposure. Cool plates are often used after the hotplates to ensure a repeatable temperature
during dispense and te avoid contamination of the wafers by the receiving cassette.

Figure 812 Top view of an advanced photoresist processing system including cassette Joad and
unload, resist application, bake and develop stations, and a central robot {courtesy Sificon Valley
Group).
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Some tracks are linked 1o the exposure tool in a cluster arrangement for automatic exposure.
These tools have the highest overall consistency and reproducibility. In this application, the autornated
resist processing equipment need not be integrated into a stand alene unit. Instead, separate bake, coat,
and develop modules may be arranged in a circular fashion along with the exposure tool. At the center
of the cluster, a robot arm can pick and place the wafers at the appropriate station. Such systems can
schedule the wafers for Tesist processing in a consistent manner to make the time between coat and
expose and the time between expose and develop the same for each wafer. This can be a critical factor
in the success of new resists designed for exposures at 248 nm and below. They can also reduce the
particulation associated with the belt transport mechanisms typically found in tracks [21]. In either
type of automated system, photoresist thickness variations of less than 50 A (1.0%) across a wafer and
less than 100 A wafer to wafer are commonly attained. Due to the nature of photoresist and the num-
ber of mechanical parts in these systems however, fully automated systems require frequent attention.

8.7 Second-Order Exposure Effects

An important parameter when selecting a resist is its absorption spectrum. If the wafer is to be
exposed using an aligner with a particular line source, one must know the & of the resist at that wave-
length, If a is too large (say more than one over the thickness of the resist), only the top of the resist
will effectively be exposed. Upon develop, the lower part of the resist will be left behind, and the
wafers will appear underdeveloped. If « is too large, little of the light will be absorbed during the
exposure and long exposure times will be required. An advantage of the diazoguinones is that they
absorb strongly at both g- and i-lines of mercury but do not absork very well in the mid-UV and the
visible ranges {22]. This allows the use of room light in the lithography area, as long as the deep UV
components have been filtered out. Typical DQ sensitizers also do not absorb well in the deep UV.
One must also take into account the absorbance of the resin portion of the resist. Light absorbed
by the resin does not reach the PAC and so does not drive the photochemistry. Pure novolac is water-
white. Due to an oxidation step in the resist fabrication process, it turns an orange-brown [23]. All
novolac compounds absorb strongly in the deep UV. Novolac-based resists are therefore not appropri-
ate for exposures in the deep UV, since the resin itself
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T T T T T T T T will absorb most of the light. Modified novolac, how-
ever, can be used down to about 250 nm [24]. As will
be discussed later in this chapter, if it is desired to use
the DQN resist as an opague layer for planarizing a sub-
sequent resist layer, a high-temperature postbake will
increase the absorptivity of the layer in the mid-UV.

To further complicate matters, for most resists the
absorbance changes on exposure. Typically it decreases.
The actinic absorbance is defined as the difference
between the unexposed and the exposed absorbance
{see Figure 8.13). This effect is also known as bleach-
ing. The advantage of bleaching is that it can provide a
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Figure 8,13 Total absorbance of a layer of SPRS11-A
resist before and after exposure. The difference between the
two curves is the actinic absorbance (courtesy Shipley).
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mote uniform exposure. As the top layers of the resist
are exposed, they become partially transparent, allow-
ing a fuller exposure of the lower layers.

When exposing photoresist over topology a
new set of problems arises. The last chapter described
the effects of surface reflections on the areal image.
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Figure 8.14 Cross-sectional view of resist as it covers a
vertical step.

8 Photoresists

A second problem that exists in the presence of topol-
ogy is linewidth variations due to resist thickness vari-
ation. Since the photoresist is a viscous film, it does
not coat conformaily. Instead, it will tend to smooth
out the surface topology (Figure 8.14). On top of a
step it will be thinner than the nominal thickness.
Immediately next to a step it will be thicker than the
nominal thickness. Since the step height is often about
the same as the resist thickness, these variations can be
substantial. The resist thickness changes will lead o
linewidth variations: a bulging of the photoresist line
just off the step and a mecking at the step. These
linewidth vari-ations are caused by an effective overex-
posure on the step and an effective underexposure just
off the step. In the case of metal interconnect, these variations can be a serious reliability concern,
since the linewidth necking near the step often occurs near a poor region of step coverage in the
deposition and near a point where a large gradient exists in the thermal conductivity to the substrate.
All of these effects tend to make it likely that a metal line will fail in operation.

One solution to this problem is to planarize the layers if possible. This will be discussed in
Chapter 15, since planarization has many more impacts than just lithography and is being aggres-
sively pursued as part of an advanced interconnect strategy. Another solution is the use of multilayer
resists. In a typical application, a thick planarizing polymer is first applied. The polymer is called
locally panarizing since it can smooth steps in the topology but does not affect changes in height that
occur over long distances such as the wafer bow. The lower level may also be opaque to the exposing
radiation to prevent surface reflections {see Section 7.8). The upper layer of photoresist may be guite
thin to improve the contrast and minimize light scattering. In some cases a third material such as Si0,
may be deposited between the two polymers to prevent their interaction and 1o act as an etch mask
for subsequent pattern transfer. This is particularly useful if the lower ievel is PMMA or a similar
polymer with a low etch resistance.

After application and sofibake the upper resist is exposed and deveioped. The photoresist is
then used as a mask to etch the underlying polymer, which in turn is used as the processing mask.
This allows the upper or imaging photoresist to be quite thin and therefore have high contrast. It is
how very fine features are produced in contact lithography. The drawback of such approaches, of
course, is process complexity. In applications in which small features are required, however, plan-
arization of the substrate in at least some of the process steps is almost mandatory.

8.8 Advanced Photoresists and Photoresist Processes™

This seciion will review new Tesist technologies that show promise for future deep submicron lithog-
raphy. The categories are somewhat arbitrary. All of the topics covered are intended in some form for
deep UV application, although they are not listed as such. Silicon-containing resists can be used as &
contrast enhancement layer, or they can be a resist themselves.

The last chapter discussed the uiility of deep UV sources such as excimer lasers and indicated
that these exposure systems are now being used by a number of IC manufacturers. One of the major
difficulties with this application is the lack of good deep UV resists. Novolac compounds begin to
strongly absorb just below 250 nm, making KrF (248 nm) exposures marginally acceptable, but pre-
cluding the much more desirable ArF (193 nm). Furthermore DQ does not bleach very effectively at
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248 nm. This leads to highly nonuniform exposures through the depth of the resist, and therefore
sloping sidewalls for small features. Generally it is accepted that DQN cannot be used for features,
below 0.25 m, and that both a new martix material and a new photoactive material must be found
for 193-nm exposures.

When DQN resists are used at short wavelengths, there are typically chemically amplified. In
chemically amplified resist {CAR) systems, an additional photoactive compound is added to the
matrix and photosensitizer. Upon exposure to light, the chemical amplification agent acts in such
a way as to greatly increase the primary photochemical process. A key to this process is that a sin-
gle photoevent catalyzes many subsequent bond-breaking events. A typical example is the use of a
photoacid generator (PAG). Once it absorbs a photon, the PAG becomes chemicaily reactive dissoci-
ating the matrix material. Early CARs contained onium salts {25] such as some early IBM resists
{26]. Exposure dosages as low as 10 ml/cm have been reported using CARs with conventional DQN
resists. This resist system has been used in the early manufacture of 1-Mbit DRAMs [27] and in
16-Mbit DRAM piiot line operation [28]. One Liability of these salts is the metallic contaminants
left in the resist. Other workers have demonstrated CARs using nenmetallic components [29, 30].
Later CARs have used halogens {31}, sulfonic acid esters [32], or sufonyl compounds [33]. In many
cases a protection agent is used to ensure that the unexposed PAG does not aitack the resist before it
is unzipped.

Although the use of chemical amplification in mid-UV applications can be thought of as a
manufacturing enhancement, it plays a much more vital function in the deep UV resists currently
being developed. The high energy of the photons makes matrix absorption almost unavoidable. All
resists currently being developed for deep UV (248 nm and below) applications therefore use seme
type of chemical amplification [34] as the photoactive compound. Typical DUV resists consist of
a matrix that is somewhat photosensitive, a PAG, a protective agent, and modifiers’ such as sol-
vents. None of these materials is well established for deep UV applications. Table 8.2 shows poten-
tial 193-nm components and considerations for a single-layer resist.

Polymethyl methacrylate (PMMA) is a prototype deep UV resist or is a matrix in more sophis-
ticated resists. This is a resist much favored by lithographers intent on displaying the ultimate in reso-
Iution, but has limited untility as an imaging layer otherwise. Since PMMA is most commonly used
as an e-beam resist, its structure will be discussed in more detail in the next chapter. Briefly, how-
ever, it is a long-chain polymer consisting of alternating segments of H-C-H and CH,—C-COOCH,;.
Often this chain is compressed or “rolled up.” Under deep UV exposure the iong chains can be bro-
ken and one or more of the carbon atoms left with an unsatisfied bond, or either the methyl (CH,)
groug or the ester {COOCH;) side chain can be affected. If the main chain breaks, the resulting short
molecules are more easily dissoived in a developing solution. Microfoaming by the dissociated
gaseous products (CH;, CH,0H, and HCOOCH,) also increases the dissolution rate [36].

Table 8.2 Possible materials and considerations for a 193-nm resist

Polymer PAG Considerations Protection Agents Additives
Acrylate Efficiency £-Buty] ester Glass trans temp modifier
Methacrylate Acidity Alicyclic ester Resolution enhancer
Cyclic olefin Volatility Low bake temperature Coating aid
Alternating Size
copolymer
Hybrid
From Allen [35].
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PMMA has two primary drawbacks. The first is that the plasma etch tolerance of the resist is
very low, lower in fact, than most films to be etched. Therefore unless a very thick layer of PMMA
is used to protect a very thin film, the resist will disappear during the etch before the film does, This
is generally not feasible, however, since resist features with aspect ratios larger than 4 are not gener-
ally considered to be mechanically stable. Furthermore the dissociation of the PMMA changes the
chemistry of the plasma etch and frequently Jeads to polymeric deposits on the surface of the wafer.
The other primary limitation of PMMA is a low sensitivity. Typical optical exposure doses are
greater than 200 mJ/cm?, while required sensitivities are typically 5 to 10 m}em®. As described
above, various PAGs have been added [37] to PMMA-like compounds to make more practical
resists. In some cases these additives also can increase the eich resistance. A second approach to
increase the sensitivity is to expose the wafer at an elevated temperature. This has the additional
advantage of increasing the contrast. Contrasts of 7 have been reported for exposures at 140°C [38].

Atthough the sensitivity may be improved, the poor etch tolerance and short shelf life of
PMMA-based resists have forced the development of alternative deep UV matrix materials.
Although alternate materials such as poly (4-hydroxy-styrene} are much more transparent than more
commonly used novolac compounds, they are extremely difficult to inhibit to a sufficient degree [39].
The substitation of dimethyl groups has reduced the dissotution rate of this matrix material by a factor
of 500, close to what is necessary for a high-performance resist [40]. An alternative imaging scheme
for deep UV resists is to use a completely different chemical path. Some of the most promising proto-
type 193-nm resists use a PAG, a protection agent, and various acrylic-based matrixes [41]. Although
an improvement compared to simpte PMMA, acrylic-based resists share the problem of etch resis-
tance. To improve the etch resistance, various groups have been grafted onto the side chains of the
monomer. The use of pendant groups such as norbony} methacrylate or adamantyl methacrylate has
been found to improve the etch resistance ctose to that of novalac, but degrade the sensitivity and res-
olution [42]. Acrylics also typically show poor adhesion during development.

Common problems with CARs include a deterioration of the image during the time between
exposure and postexposure bake and a deterioration of the surface of the resist after coating when
exposed to room air. In the former case, diffusion of the PAG from exposed to unexposed regions
can lead to a degradation of the image [43]. In the latter case isolated lines appear in a characteristic

“T shape upon developing. Many CARs are also sensitive to shelf life. Pemonstrations of 193-nm-

single-layer resists have been performed with CARs [44]. Table 8.3 lists delay-time effects for sev-
eral resists.

Contrast enhancement layers (CELs) allow the use of an optical lithography exposure too! for
smaller features than would otherwise be attainable. They have been demonstrated primarily with
DQN resists. The basic process involves a material that is spun onto a resist-coated wafer after the

Table 8.3 Commercial available desp UV resists inciuiding delay time effect

Source Name Delay-Time Effecis
0oCG CAMP & After 5 min
IBM . APEX-E After 15 min
XP-2105 None up to 2 hr
Shipley XP-2198
XP-3036
BASF ST2 Depends on soft bake
After Panicz et al.

SeeGe Film
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SigN,....) elching [ =
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remoyal

Figure 8.15 Processing sequence for Ag/Se-Ge resists
{after Yoshikawa ef al., reprinted by permission, AIP).
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softbake step [45]. This material must be nominally
opaque to the exposing wavelength, but undergoes a
bleaching reaction upon exposure that renders it trans-
parent. Effectively the use of a CEL transfers the mask
o this upper fayer, which is in hard contact with the
resist. After exposure, the conirast enhancement layer is
stripped before develop. CEL is particularly important
for deep UV resists since the optical sources may be
less intense and the matrix materials may tend to absorb
the radiation.

Inorganic resists fall inte a class of resists known
as charge transfer compounds. In these systems insolu-
bility is brought about by a change in the polarity of
the resist molecule. The prototypical inorganic resist is
Ag-doped Ge-Se. In this process, a 2000-A layer of
Ge-Se is first deposited by sputtering or evaporation.
Next, a 1000-A layer of Ag is plated on top of the
Ge-Se layer in an AgNO;-containing bath. Upon expo-
sure to light from 200 to 460 nm [46], a photodoping
process creates Ag,Se. This can readily be dissolved in
a potassium iodide acid solution {47]. After the excess
silver removal, the image can be dry develsoped in a
CF, or other fluorine-containing plasma [48]. As
shown ir: Figure 8.15, both positive and negative tones
can be achieved. Inorganic resists have the advantage
of very high contrast (¥ =~ 7}, resulting in the ability to
produce fine lines even in g-line exposure systems
[49]. Due to their thin film nature, they require a thick
planarizing underlayer. The deposited Ge-Se layer
tends to have pinholes. Many more defects may be
added during the plating process. As a result, these
inorganic resists have not yet fourd much acceptance.

The second category of new resist materials is called dry developable. The most interesting
class of these materials is the silicon-containing resists. Organositanes were first proposed as resist
sources by Hofer and co-workers [SG]. Their motivation was as follows: since the matrix materials
such as novolac tend to absord in the deep UV, one must try to construct an imaging process that will
occur in 2 very thin resist layer, but can be transferred into a thicker underlayer through an
anisotropic plasma etch {see Chapter 11). The requirement for the top layer is that it must be highly
resistant to such plasma processes. Silicon-containing resists are attractive since they form SiO;,
which protects the underlying resist {S1] in an oxygen plasma.

The field of silicon-containing resists gained considerable momentum when it was discovered
that polymeric silicon materials called polysilynes could be fabricated [52]. Upon exposure to deep
UV radiation, significant bleaching was observed due to the replacement of the Si-Si network with a
cross-linked siloxane network [53]. The exposed resists can be developed as negative resists in non-
polar solvents such as toluene or xylene, which will dissolve the unexposed areas. Wet developed
contrasts greater than 7 are obtained in this system. Figure 8.16 shows 0.2- and 0.15-pm lines
imaged in a 300-A poly(r-butylsilyne) resist on top of a novolac resin. After 110 m¥/cm® exposure
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Figure 8.16 (A)0.2 pmand {B) 0.15 pm lines imaged in a 300 A poty(n-butylsilyne) resist over a novolac

resin (after Kunz et al., used by permission, SPIE).

ying novolac resist was etched in an oxygen plasma
developed in a seiective plasma etch systent. It 1fhe
etch is selective for silicon to silicon dioxide, & positive im;]%e willtresr.:lt[.nlefntll;e :Stec'l; ;sr Os:{];;,:uvwil i;;;
ili ioxi ili i ill develop. The most co ,
silicon dioxide over silicon, a negative 1one wi P oo
ili i ili joxide, i HBr plasma. At present, a contras
etches silicon selectively to silicon dioxide, is an . st of S A ot be
ined i d that a separate polysilyne resist lay:

tained in such a system. It has also been foun esis e
z;pl;ed Instead, theysurfacc of the resist can be silylated by gaseous [54] or liquid [SS'E)EEOS;;T x
e}evate[-i temperatures, or by exposure (o a suitable plasma er.mronment [56]. As wi ¢ bilay
process, high contrasts and deep submicron images can be obtained.

and 15-sec toluene development, the underl
designed to etch vertically. The resists can also be

8.9 Summary

utar positive tone resists called DQN.

. . . . "
This chapter reviewed the basic chemistry of the most pop! B e basad resine e 10

These resists have good photospeeds for mid-UV applications,
appropriate for deep UV applications.

iy . . the con-
discussed. Several methods were explored for determining the minimum feature size once

trast curve and the optical system are known. An intreduction to the resi‘st pr:l)lces}s]ing s;f]l;e:gﬁ ;:i
i i i i i inally, new types of resists that have hig
| resist processing eguipment was gIven. Finally, , : : N
ilzilc;ay be apppropriate for deep UV applications were discussed. These resists will abandon the
novalac matrix for exposures below 248 nm.

Problems

AZ-1450 at the four wavelengths listed in Table 8.1. Assuming NA =

L B e an aligner with § = 0.5 using

0.4, use Figure 7.18 to determine the minimum feature size for
this resist at the various wavelengths. )

2. A 0.6-pm-thick layer of a particular photoresist b
{a) Calculate the resist contrast.

as Dy = 40 mJ/cm? and Dy = 85 mJ/en”.

One of the most important resist figures of merit, contrast, was -

L

ok

10.

Problems 201

(b) Calculate the CMTF
(¢} Itis found if the resist thickness is cut in half, D,y reduces to 70 mJfem? while Dyis
unchanged. What is the higher contrast possible in this resist without changing the resist
processing?
Discuss why the resist contrast might decrease at short wavelengths (high photon energies).
Include in this discussion the effects of these photens on both the matrix and the PAC.
Derive Equaticn 8.6. Rt
It is pointed out in Chapter 8 that certain resists have contrasts as large as 7. If a positive tone
resist has Dy = 10 mJl/em?, and has y = 7, find D, It is described for some applications to
make a tapered resist profile, that is, & resist edge that is not vertical, but rather rises more
slowly from the exposed region. To do this would you use a high-dose itlumination or a low-
dose illumination? Justify your answer. '
What limits the exposure?
Explain why resist bleaching is a desirable effect. -
Would you expect the bilayer inorganic/novolac method discussed in the chapter to work well
over moderate (<5000 A)
topography? Justify your answer. If
surface reflections are a problem,
how could that be addressed?
A state-of-the-art exposure tool uses
a 248-nm exposing wavelength with
a spatial coherence of 0.75. Ithas a
numerical aperture of 0.6. If this
tool is used with a resist with a
contrast of 3.5, calculate in microns
the minimum line size that can be
resolved.
The figure shows the optical -2 -1 [ 1 ?
intensity at the surface of the wafer
when exposing a diffraction grating
in a projection printing system. Calculate the modulation transfer function for this image. If the
image is exposed in a resist that has a contrast of 3.0, would you expect it to be resoived? You
must justify your answer. Estimate to the closest tenth the smallest contrast for which this
image will be resolved.
The minimum feature size using the g-line (436-nm) stepper in a university’s laboratory is
0.8 um. The stepper has an NA of 0.45.
{a) If the spatial coherence {5) is 0.5, calculate the CMTF of the resist process.
(b} If the laboratory needs to produce 0.5-pm lines and spaces, what CMTF is required?
What contrast would that be?
Assume that a wafer is being exposed with a proximity printer. In the far field limit in one
dimension,

Intensity (mW/cm2)

Position {micrens)

1) ~ 1(0) [%'g—'] 12

where 7,(0) is the linear flux density in the incident beam at the center of the aperture and I, is
given by Equation 7.9. Assume that we are using a 1.0-pm-thick positive tone resist with
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D, = 30 mlem® and Dy = 100 mlfem?. For D < Dy assume that no resist is remo;red ';n thle
dgvelop process. For A = 436 nm (0.436 pm), g = 10 pm, and [,{0) = 1(?0 le:glJ.m Icg‘l S,cza‘;
culate the resist profiles {thickness versus x) for W= 1 pmand exposure times o secﬂzl > ,l

sec, and 7 sec. Using the distance over which the resist is 0.5 pum thick as the width of he devel-
ope:d space, plot the space widih versus exposure time for these four points. You may \?rssh to :l
up your coordinate system so that the center of the exposure is at x = 0. Then-tl%e spacing on le
mask goes from —1 pm to +1 pm. The problem is symmetric about the origin, and you only
have to calculate and plot half of the resist profile.
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Chapter 9

Nonoptical Lithographic
Techniques ™

The last two chapters discussed optical lithography as the primary tool for imaging patterns on the
.wafer surfac-e. It was pointed out that resclution limits are a serious concern for this process. Predict-
ing the location of these limits has proven to be an exercise in frustration for those who work in alter-

materials can be developed for 157 nm sources, Opticai lithography at these dimensions is expected to
be extremely expensive, however. Even mask sets, which are typically used for 2000 to 3000 wafers in
Production, could cost more than 2 M$ each if full optical proximity correction is required on all lev-
els. If opticai lithography cannot be extended in a cost-effective manner, or if feature sizes are to be
scaled to 0.05 wm or below, new lithegraphic techniques must be developed. These methods are col-
tectively called nenoptical or next-generation lithographies (NGLs). A large number of NGLs have
been developed; however, all face sericus obstacles for widespread use in building integrated circuits.
Recall from Chapter 7 that the Rayleigh limit of resolution is inversely proportional to the wavelength.
A general feature of nonoptical lithographies then is the use of very short wavelength energy sources.
The two sources considered in this chapter, X-ray and electron e-beam lithography, have wavelengths
s¢ smali that diffraction no longer defines the lithographic resolution. The key problem with using
very short wavelength, and therefore very high energy, sources is the mask. No material is known to
exist that will allow most of this energy to go through a thick, mechanically stable piate as one might
need for a mask. We will review four techniques that are being developed to overcome this problem:
maskless e-beam direct writing, membrane masks used in proximity x-ray and in projection electron
beam lithography, and reflection masks used for projection x-ray lithography.

9.1 Interactions of High-Energy Beams with Matter°

S— .

The 1wo most likely exposure sources for a nonoptical lithography sysiem are short-wavelength pho-
tons (x-ray) and high-energy electrons (e-beam). The interactions that occur in the photoresist and in
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Figure 9.1  The two dominant interaction
processes for high-energy photons with matter:
Compton scaitering and the photoelectric effect.

Atom Atom
Photoeleciron etfacl

two sources. This section will review the physics of these
interactions before going on to the process itself.

Typical x-ray sources used for lithography emit photons
1, with energies of 1 to 10 keV. When these photons are incident
on a solid there are many possible interactions, but the two
most likely ones are photoelectric absorption and the Comptcn
effect. As shown' in Figure 9.1, both processes involve an
interaction between photons and elecirons. For energies much
less than 10 keV, photoelectric emission dominates {1] and the
ejected electron carries with it almost all of the incident photen
energy. The capture cross section for the photoelectric process
depends on the mass of the target material. At higher energies the Compton process dominates. The
Compton process can be thought of as a collision between an electron initially at rest and a photon of
energy hc/A and momentum A/A. A portion of the incident photon energy is lost to the electron during
this scattering event. Since the energy needed to liberate an electron from the solid (work function) is
typically two to three orders of magnitude lower in energy than the incident photon energy, the elec-
trons in the target can approximated as free and therefore the cross section for the Compton effect
depends only on the electron density. By conserving both momentum and energy, one can show that

/ the underlying layers are acwually somewhat similar for the

Compien eftect

Ay— A=A (1 —cos ) (8.1

where A, is the Compton wavelength {0.0243 A) and @ is the angle between the incident and final
photon momentum. For x-ray wavelengths of 1 A, only a small fraction of the energy is lost during 2
single Compton scattering event. As a result high energy x-rays will penetrate a considerable dis-
tance into many solids.

Most x-ray lithography is done at energies well below 10 keV (A >> | A) where photoelectric
absorption dominates. As will be discussed in the next section, the majority of the incident photon
energy will ultimately be dissipated by secondary electrons generated by impact jonization. In that
respect x-ray lithography and e-beam lithography use similar exposure mechanisms in the resist,
once the initial photoelectron event occurs. An important difference between the two processes is
that the secondary electrons generated in the resist during x-ray lithography are usually about an
order of magnitude lower in energy that those from e-bearn systems. As a result the distance over
which the energy is spread in x-ray lithography is much less.

Due to the finite size of the capture cross section, the incident photons are not absorbed at the
surface of the resist. Instead they will penetrate to some depth until absorption occurs. A reasonable
approximation is to consider the resist to be an amorphous solid, with a single capture cross section.
Recall from Chapter 7 that er{A) is defined as the wavelength-dependent absorption coefficient. Then

a(d) = o(d)plm 92

where p/m is the number density of the target material. The absorption coefficient is a function of the
photon energy. Desired vatues are of order 1 pm™" for most resists. If « is too large, the resist €Xpos-
ure will be nonuniform. If it is too small, the photo speed will be low. The absorption coefficient also
has discontinuities corresponding to the energies of the core levels of the atoms (Figure 9.2). Clearly
the lower energy (A > 10 nm) photons used in projection x-ray lithography will have much larger
values of «. This will be a problem for resist exposures unless strong bleaching mechanisms are used.

10t

Absorption coefficiont (cm™)

10!

102
2

4 5 8 10 20
Photos wavelength {A)

Figlﬂ'_e 9.2  Absorption coefficients for some common
matenalslas a funtion of photon energy {after Glendenning
and Cerrina, reprinted by permission, Noyves Publications).
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X-Ray interaction with the underlying materials, and in
particular x-ray-induced damage, is also a considera-
tion for all NGLs because some fraction of the incident
energy will pass through the resist and fall onto the
wafer itself.

In electron-beam lithography the interactions of
electrons and solids are of primary importance. When
energetic electrons enter matter they can pass through
undeflected, scatter elastically, or scatter inelastically.
Elastic scattering events occur primarily through inter-
action with the atomic nucleus and can result in deflec-
tions larger than 90°. This type of interaction can be
treated classically as Rutherford scattering from a
screened coulomb potential. The ratio of the scattered
current to the incoming current is given by

1
R —u—
V& + [A2 mal® @3

where A is the wavelength of the electron and a is the
atomic radius, which can be approximated by

__09%4q,
a= 7l

94

where a,is the Bohr radius (0.529 A) and Z is the
atomic number of the target.

There are a number of potential inelastic energy
loss mechanisms including low energy (<50 eV) sec-
ondary electron generation, inner shell excitations lead-
ing to x-ray and Auger electron emission, electron-hole
pair creation followed by recombination and photon
emission {cathodoluminescence), and phonon excita-
tion. Finding the path of electrons in the solid therefore
is similar to finding implantation profiles (Chapter 5}.
One can do a Monte Carlo calculation where a fixed
number of electrons are launched over some finite spot
size. The path of each electren will be unique. In this
technique each type of possible interaction must be
modeled. One can build up a distribution after simulat-
ing the passage of a large number of electrons. Alterna-
tively the process can be treated statistically using the
Bethe equation [2]:

de _ M| el E
pl | B |




Deposited energy demsity

Figure 9.3  Deposited energy density for various energy
clectron beams incident on silicon as a function of depth.
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=

where x is the distance into the target, N, is Avo-
gadro’s number, Z is the atomic number of the target,
A is the atomic weight, p is the mass density of the tar-

10sey get, and J is the mean jonizaticn potential, which can
be approximated by
" JeV)y=115-2 {9.6)
- 15 ke¥ )
Then the projected range R, can be found according to
20 keV 8, orgE1!
30 ke¥ Ao e = [C[dE 9.
: [Facon-[ &) = o2
I I 1
10 )
’ 4De|nh {UII‘I}B ’ Figure 9.3 shows a plot of deposited energy

density for various energy electron beams incident on
silicon. At typical direct write e-beam energies (25 to
50 keV) most of the energy is deposited at depths
greater than 1 pum. As a result a great deal of the da.n'n-
age is in the substrate. When high energy electrons strike a surface, they may also induce chenuc?l
changes. This happens primarily by the cascade of relatively low energy secondary electrons. This
will be discussed later in the chapter.

9.2 Direct Write Electron Beam Lithography Systems

Electron beam lithography (EBL) systems may be used for either mask generation or to direct!y wri-le
patterns on the wafer. Currently EBL is the technology of choice for rna_f)k generano_n dl_ie to 1§ al?ll»
ity to accurately define small features. Because of this book’s focus on 1ntegrated. circuit .fabrlcanon
technologies, however, we will limit the discussion to direct write EBL. Most direct write syste_ms
use a small electron beam spot that is moved with respect to the wafer to expose the pau,err-l one pixel
at a time. All will be discussed in the next section; several versions of projection and proximity elec-
tron beam lithography systems have also been developed [3]. The short penetration length of eleF-
trons precludes the use of a solid substrate such as quartz for the mask, however. A very thin
membrane mask can be used, or else a stencil mask with cutouts through which the beam can pass [4]
is needed. Direct write EBL systems can be classified as raster scan or vecior scan, with either fixed
or variable beam georeetries. Each type of system has advantages. The selection depends on the type
of writing that it is designed te do. ) o

All electron beam systems have in common the need for an electron source wfth a hlgl'.;-mten»
sity (brightness), high uniformity, small spot size, good stability, and a leng life. Brightness is mea-
sured in units of amperes per unit volume per steradian. Electrons can be remove-d from the ca@ode
of the gun by heating the cathode (thermionic emission), applying a large elec_mc field (ﬁel(‘i a_1ded
emission), a combination of the two {thermal field aided emission), or with light (photoemission).
Figure 9.4 shows cross sections of typical electron guns that might be used for EBL. The most com-
mon source is thermionic due to its high brightness. The filament material must be chosen to _mml-
mize its evaporation from the cathode and so produce the longest life pn?ssiple. One of the primary
figures of merit for the gun is the emitted electron current density, which is given by

J_= AT EAT 9.8

guns.

Figure 9.4 Simplified cross scction schematics
of field emission and thermionic emission electron
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where A is Richardson’s constant for the material (typicaliy 10
to 100 Afcm®K?) and E, is the effective metal work function.

Fietd point These electrons are accelerated and some fraction of thetn are
collected. The measure of the collected electron energy is the
Extraction cage brightness, 8. Although an increase in the emitted current den-

sity also generally increases f3, if the increase in § decreases
the cellection efficiency the percentage increase in the bright-
= density.

Most thermionic sources use cither tungsten, thoriated
tungsten, or lanthanum hexaboride (LaBg). Tungsten filaments

is less than 2 X 10* A/em®-sr. Thoriated tungsten cathodes have
somewhat lower brightness at the same filament current and
require higher vacuum (0.01 mtorr), but their maximum current
density can be as large as 3 Afcm?®, Lanthanum hexaboride
(E.aB,) cathodes are the most popular [5], with a current density
over 20 A/cm’® and a brightness of nearly 10® Afcm®-sr. LaB,
filamenis require a vacuum of at least 137 torr, however, and
must be well protected against sudden vacuum loss.

Heated
filament

Accelerating plates

X~

source size or crossover diameter. Because a large volume of
wire is heated, the thermionic electron sources produce broad
beams. The energy distribution from such a source is also
quite broad. This leads to focusing problems similar 1o those
found in large optical partially incoherent sources. For typical
LaB, sources the crossover diameter is about 10 pm. To get
to a 0.1 wm spot, a demagnification of 100 X is required.
Even though the source has a large current density, the inher-
ent source brightness is greatly reduced in order to achieve
deep submicron resolution.

It has been shown [6] that tips made from Zr/W/O annealed in forming gas (90% N, and
10% H,} can be used in thermal field aided emission guns to produce crossover diameters as small as
200 A. As a result lithography systems using such a gun [7] can produce spots of 100 A with current
densities [8] as high as 1000 A/cm?. To obtain acceptable field stability, however, this type of gun
reguires a constant vacuum of at least 1 X 107 torr. In spite of this limitation, this type of gun shows
considerable promise for high resclution, high throughput EBL systems.

Once an electron stream is generated, it must be formed into a narrow beam. This is done in
most practical EBL systems through two or three electrostatic lenses and a variety of apertures and
knife-edges. Figure 9.5 shows a typical lens arrangement. The final spot diameter on the surface of
the wafer is given by

d*=di+ dl + d} {8.9)
where 4, is the spherical aberration, 4., is the chromatic aberration due to the nonzero energy distribu-
tion, and d, is the perfect lens diameter, which is limited by the finite source size and space charge

ness is not as large as the percentage increase in the current )

aliow operation at pressures as high as 0.1 mtorr, but their cur-
rent density is only about 0.5 Afem?. As a result their brightness .

wr

A concern with all filament sources is the apparent '
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Figure 9.5 System schematic of an early EBES
system. The basic column is similar in current
generation EBL systems {after Herriot et al.,
reprinted by premission, © {975 IEEE).

facture most integrated circuits. To

stencil mask is placed above the W

E Source

* First
aperiure

Condenser

Deflection
plales

Stencil
apertare

Wafer

Figure 9.6 The use of stencil masks with EBL to.
improve system throughput. This type o_f_exposqre is
useful only when exposing highly repetitive designs.

effects. In commercial EBL systems d, and d, can be made
negligibly small and final spot sizes close 10 (.01 m can be
tinely achieved.
i M}(r)sl EBL systems use Gaussian beams, that i§ a beam
whose intensity varies approximately as a Gaussian with radlus
from the center of the beam. As will be described iater in this
chapter, the primary disadvantage of electron beam lithography
is throughput. The process is too slow o economicaily manu-

improve throughput, special purpose EBL systems have been.pm-
i i i jection li hy 19]. In one variation a

i hapedbeamsmalcombmedlrectwnteandpmpcnonhﬂmgrapy : 1
et afer (Figure 9.6) with a small number of predetermined geometres

i i Also included is a blank area
to be replicated many times {(as ina DRAM or a bubble mm). -
ﬂﬁg which l:he beam can be directed for nonstandard geometries. When the beam is sent through

this area, it can be rastered as in a standard EBL.

A second and much more popu

jar method of producing a variable-shaped beam is illustrated in

ing the
i i i i i ed by a square aperture [10]. By changing
F 9.7. In this case the beam is partially mtercepl- . :
d::%;::tion the width and length of the line can be varied. Alternatively x and y shaping can be done

separately. Furthermore an electros_tat
other angle) to the primary axis. Sinc

ic roation lens can be used to produce rectangles ai 45° (or any

& most images are made up of rectangles, this is an extremel¥

Source

First
aperture

Condenser

Dellection
plates

Shaping
aperture

Figure 9.7 A variable shaped beam exposure
system using mechanical beam stops for beam
shaping. The broad beam exposes many pixels

imul usly, but di ional control is not as
reliable as standard EBL.

9.2 Direct Write Electron Beam Lithography Systems m

efficient manner of perferming EBL [11]. Hundreds or even
thousands of pixels can be exposed simultaneously. Line
width is somewhat more difficult to control in this method,
but for many applications the increase in throughput is suffi-
cient to compensate for the reduction in linewidth contrel.
Figure 9.8 shows a matrix of exposures ranging from 0.15 X
0.15 pm to 2.0 to 2.0 pum done in a single pass in a variable
beam system [12].

In addition to beam shaping, another important factor
to direct-write throughput is the raster method. Raster scan-
ning (Figure 9.9) was used in the first EBL systems including
the eariy Bell Labs EBES [13]. It is a direct descendent of
scanning electron microscopes. In a typical system the elec-
tron: beam first passes through a pair of blanking plates that
can deflect the beam into a beam stop. A second pair of
plates is used to scari the beam in one direction, while the
stage is mechanically scanned in the direction perpendicular
to the beam scan. The area to be scanned is divided into
fields a few millimeters on a side. The scan trajectery is
defined as the path that the beam would follow if every pixel
were to be exposed. The data are divided into a bit map that
is organized serially along the scan trajectory. To improve
edge resolution the e-beam spot size is typically one-half to
one-fifth of the minimum feature size and several passes are
taken through each exposure area.

If one is free to choose the polarity of the image one can
take advantage of the fact that much less than 50% of the die

Figure 9.8 Exposure matrix in a variable shaped beam system (after Hohn, reprinied by

permission of SPIE).
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e-Gun

Figure 9.9 A comparison of scanning methodologies: Micron
raster scan (A) and vector scan (B}

(B}

a-Gun

must normalty be exposed in a typical pat-
tern. n a raster scan method every pixel
must be scanned serially, and so this the
exposure time is nearly independent of the
pattern. The pattern is writien by opening
and closing a shutter. Vector scan EBL sys-
tems have bCEn de\.'eloped to improve (he Figure 9.10  Monte Carlo simulation of electron
throughput by directing Lhe_e]ectron beam to trajectories during an EBL exposure. The vpper curve
only those parts of the chip to be exposed  jpdicates the forward and backscattered components of the
[14]. In this method the digital location of  beam (after Hohn, reprinted by permission, SPIE).
each area to be exposed is fed to x and y -
digital-to-analog converters {DACs). The beam is directed only to those pixels that must be exmd.
Software must be nsed to sequence the pixels so as to minimize the time consumed by beam det?ecuon.
Vector scan systems have a second important advaniage over raster scan systems. ?gnt}nng s¥s-
tem abersations and nonlinearities, the precision of the image address is determined simply by the
width of the digital word. By using high speed wide word DACs, each pixei can be placed on an
extremely fine grid, without actually requiting the beam to access each pixel [15]“As an example, 2
14-bit DAC provides 600 A resolution over a 0.1 mm field. More commonly, multiple high-speed 8-
or 10-bit DACs are used in parallel to provide extremely high resolution over fields of order a few
millimeters. The speed of the DACs is a critical concern in determining system throughput for vector
scan systems; however, this is a very active area of technology development. y
One of the other major areas of concern for electron beam lithography is pattern distorticn dueto
proximity effects. This refers for the tendency of scattered electrons to expose out nearby areas lhatl
may not be intended for exposure. The effect is much more severe for electron beams tha:} for optlcaf
exposures. The cause of these exposures can be readily seen by examining a Monte 'Cz_nrlo s;mulauon_ of
the electron trajectories from a typical e-beam exposure (Figure 9.10). We can divide tbe scattering
types into forward and backscatter. Forward scatter occurs over a small range of ang!es with respect 10
the incident velocity and leads to a slight broadening of the image. Backscatter conmbgtes a laf'ge arca
fog of exposure. To minimize the effects of this broadening most high resolution EBL. is done in a thin

Figure 9.11  Small and large figures te be
patierned with EBL i
dosage to compensale for proximity effects.
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resist layer. The image is then transferred to a thicker masking
layer that can be used to obtain the desired pattern. The incident
beam energy has to be optimized for a given resist layer. The
backscattering range, which depends on the square of the inci-
dent energy, can be quite large. For a high energy beam this dis-
persal may be sufficient to reduce the exposure dose enough to
prevent a significant change in the resist properties over the
entire area unless the resist has a very high sensitivity. Otherwise
the exposure dose must be corrected for backscatter as well.

If two pattern features are very close to each other the
overlapping trajectories, primarily from the forward scattering,

lead to significant unintentional exposure {16] or proximity
effect. A number of algorithms have been developed that can
be used to modify the exposure time {and therefore dose) per
. pixel to compensate for proximity effects. The more compre-
hensive of these must be done offline by taking the fractured
data for a design, running it through the proximity correction
algorithm, and producing a dose-corrected fractured data file
that can be used to run the exposure. Generally these algorithms calculate the concentration of sur-
rounding features suitably weighted by their distance from the area to be exposed, and subtracts the
amount of backscattered exposure that one expects to see [17). A simple illustration of large and
small features is shown in the upper part of Figure 9.11. The dose, corrected for proximity effect,
taken along a line through the center of the featuses is shown in the lower part of the figure. The cen-
ter of the large pad receives a lower dose than nominal and the isolated line at the right receives a
larger dose. Figure 9.12 shows a pattern consisting of lines and spaces, large pads with small rectan-
gular holes, and isolated smail rectangles. The upper part of the figure shows the desired intensity
pattern, the energy distribution witheut proximity correction, and the corrected dose map. The lower
half of the figure shows the results with and without correction when the smallest feature is 0.25 pm.
Without proximity correction (right} the smallest features are not reselved and the longest line shows
a significant linewidth variation that depends on the local image density [18].
Proximity correction algorithms usually begin by describing the scattered beam as a double
Gaussian:

Position

position-dep

I= fo[e-f‘ﬂ"’ + nge-*”ﬁ“] 9.10)

To apply the correction one needs to know the proximity parameters {forward scattering), £ (back-
scattering), and m(ratio of energy deposited due to backscattering to the energy deposited due to for-
ward scattering) [19]. These parameters depend primarily on the resist used, the underlying substrate,
and most importantly the accelerating voltage. Often these parameters are found by performing
Monte Carlo simulations. Once the beam spreading is known the deposited energy at each point can
be determined and the dosage map can be adjusted until all of the points to be exposed receive a
nearly uniform dose.

Proximity effects can be completely eliminated in a new appreach to EBL: scanning tunnel-
ing microscopy EBL [20]. In this technique a field emission probe is brought into extremely close
proximity to the surface of the wafer and kept there using a feedback control by monitoring the field
emission current from the tip. Alternatively atomic force technigues can be used. Incident electron
energies in scanning tunneling microscopy are 4 to 50 eV. The technigue has been used to expose
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i i i ited energy,
Figure 9.12 (A) Map of desired deposited energy, uniform dose deposit g e 1
urgform deposi(ted encfgy: (B} electron micrograph of EBL exposures with and without proxims
permission, SPIE, afier Chang et al., 1992).
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and dose map needed to produce a
ty correction {. reprinted by

resists and to do direct surface modificatior: down to features of 20(} A. A major concem for ﬁ!:;
technique is throughgut, since the stage andfor tip must be‘ mechanically scanned. Thrqughpu:)fa
these systems is much less than that of traditional e-beam lithography. If a system cons;;ml;lg ox
large array of these tips could be fabricated and cenirolled, however, STM lithography could bec

a viable technique.

9.3 Direct Write Electron Beam Lithography Summary and Outlook

the resolution of EBL is well below any device geometries desired by

i ical lithography,
o eisearn 10 gnanat years to come. Even by the mid-1970s electron beam

the mainstream IC manufacturers or many
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lithography had demonstrated the capability to write lines and spaces less than 100 A wide {21].
Commercially available electron beam lithography systems (Figure 9.13) are now capable of rou-
tinely writing features with resoluticns of well below 0.1 pwm. The cost of these systems would seem
to be high at about 5 M$ per unit, however, commercial excimer stepper systems for optical lithogra-
phy now cost about 20 MS$ per unit. Table 9.1 lists specifications for a production e-beam system.

The major concern with EBL is throughput. EBL can be thought of as a serial process, with the
pattern information transferred to the wafer one pixel at a time. Exposures using masks, on the other
hand, proceed in a massively parallel manner with every pixel being exposed simuitanecusly. High
brightness sources, vector scan systems, and low inductance deflection coils combined with large
bore lenses have all been developed over the past few years to improve throughput, but the technol-
ogy remains at best an order of magnitude slower than optical lithography [22]. For example, the
commercial system shown in Figure 9.13, which is intended for device production, can expose a
wafer containing 10,000 0.1 X 200-pm devices in about 20 min. A typical IC wafer, however, con-
tains billions of transistors making exposure times extremely long. Because of the throughput limita-
tions, it is unlikely that direct write EBL will ever be seen as a production technology for the bulk of
the IC industry as long as a viable alternative exists [23]. One possible solution to this problem,
which has gained some attention in research laboratories, is to design an e-beam system with a large
number of e-beam sources exposing the wafer in parallel. Often this proposed work involves proxim-
ital probes similar to those used in scanning tunneling microscopy to expose the wafer. It is unlikely
that such a commercially viable system could be reatized in practice, however.

Figure 9,13 Photograph of a JEOL-6000FS EBL system {courtesy if JEOL Corporation),
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Table 9.1 Critical specifications for a JEOL JBX-BOOOFS/SFE direct write electron beam lithography system designed for 0.1-pm
- device production
i t densil 2.0 Afem®
Cathode type Thermionic field emission (ZfOMW)
Accelerating voliage 2550 KV R
= Writing accuracy 0.06 wm (20}
Minimum lioewidth 002 pm

| I L

Aside from mask making, EBL has two primary applications. Vari-able bs;a:q sgspt:zsu::t:
been used with high brightness sources to prcnvid:Il a fine d;’;:atm;e I::Z;deg;id (::c ::1};; Bt

ili i it i ightforward to quickly modity pal i b
cc)?p;::l:l?; g::eg rE)BrIrJl;;lismmaha}ng; tsfuap is requ(ilred. CYombined with its high fesoiutio.n this capabﬂuy
makes EB’L a very attractive technique for research and advanced prototyping. T}yplcile‘: apgﬂ:;xz:z
in this market include the manufacture of high speed GaAs ICs such as mil 1mef ; :f]::rs vave
(MMICY} devices. The smaller wafer size, low device count, and thc? small v?lum;h o o nmm
bined with the need for deep submicren resolution, rf:ake EBL. an 1deal- chmcet.)ec g ol he i(E ey
application of EBL is device research. Again EBL is 1cleall).r _smted te this task‘ au:_e e
lent resolution, and its ability o sapidly image small qi‘lammes of d.emon.'lerauon vel _u:mr .mseamh
more when throughput is mot a serious concern as 18 the case in discrete transis .

high resolution EBL systems can be made at relatively low cost by converting scanning electron
microscoepes.

9.4 X-Ray Sources’

The second type of nonoptical lithography to be considered uses X-rays as }he racl.lau?]rlll.;‘st;f;e( :;:
three x-ray sources that can be used for x-ray lithography (X-RL). In mtder of 1ncreasmg.3 T et
complexity) they are electron impact, plasma, and storage nnigs.‘The ideal x-r.z;y SOUIC e
be as snall and as bright as possible (for proximity X-ray Pnnnng) or be uni t;rm ove smm:egs are
with as large an intensity as possible {for projection x-1ay lithography). All of 1e Jl:a: O
be operated under vacuum. Unlike EBL, however, rno.st_wafets are exposed ath a ?eri g o
lithography. This improves system throughput by avoiding the need to pump ¢ fiwa O e
uem. Thin beryllivm windows are nsed on the source to extract the x-rays. A m 'a,s‘“.lrmduWS o
can withstand a 1 atmosphere pressure differential across a small (<1 ¢m) du.uneter: Y S
6 cm in diameter have been developed for large;l :lmaa exposures [24]. Beryllium windows ag
ced periodically.

o %?Z?gp?:s? :;pI: ];sfl::;ps];u:cepiz the eicc)trron impact source. Jt uses a h.igh energy ele:fuon
beam incident on a metal target [25]. As discussed in Section 9.1, when energetic e!e;irazpsnstﬁ(ge;
target, one of the primary energy Joss mechanisms is through core level electron exf{:l (; (.HSCMB
these excited electrons fall back to the core level, x-rays are emmefl._ These x-rays oFm e
line spectra whose encrgies depend on the target mater_lai. In addition a c:l:-mmuous2 6s]pe
Bremmsstrahlung radiation is emitted due to the deceleration of-the charggd t?lecllronslf[ 26 .tm -

One of the primary {imitations of electron impact SOUICES 15 power dissipation. ed m(g)l e
too hot, it will begin to evaporate. For this reason refractory meials sucl-1 as _tungs;e;;ar; Som:’wm‘
pum are often used for targets. The simplest sort of x-ray SOurce, shown in Figure 9.14,1

e-fium

9.4 X-Ray Sources

07

Rotating
farge!

a-Gun

Fgure 9.14 A simple rotating electron impact x-ray

source uses electron beams focused on a rotating tungsten
anode.

Figure 9.15 Laser plasma-heated x-ray source uses a
focused high-intensity pulsed faser to ablate a metal,
film. The superheated mefal atoms radiate x-rays.

similar to the electron beam evaporator that will be discussed in a later chapter [27] except that in this
case the hearth charge is water cooled to prevent evaporation of the target. To allow higher power
densities the water cooled anode may be rotated at 7000 to 8000 rpm t© dissipate the heat over a
larger area [28]. In these systems an electrical power dissipation of up to 20 kW can be achieved.

“The next most intense class of sources use plasmas. There are two common types of plastma
x-ray sources: laser-heated and electron discharge heated plasmas. Of these laser-heated are the most
popular. Although laser-heated systems have been built with excimers [29], most use a pulsed Nd
glass slab laser. The laser energy is generated in 10 usec, 2025 § pulses of 1.053-pm radiation [30].
This energy is focused into a 200-pm-diameter spot at the surface of a thin metal film (Figure $.15}.
The power density {of order 10'* W/cm?®) in each pulse is sufficient to vaporize the film. The super-
heated metal vapor radiates x-rays with wavelengths from 8 to 100 A. Compact plasma sources have
also been built for XRL [31].

The laser-heated plasma is well suited for lithography: it is an intense source with a very small
diameter. The exposure energy can be metered using 2 photodiode and the dose can be controlled
digitaily by changing the number of pulses. The metal film is frequently coated on a tape, allowing
the target to be advanced as rapidly as the laser can be pulsed. Current state of the art YAG lasers can
be pulsed at 2 Hz. Typical conversion energies from the Jaser output to x-ray energy is about 0%, or
about 2 J per pulse.

I the distance between the source and the wafer is 10 cm, and no reflectors or other optics are
used, the energy density at the surface of the wafer is given by

Eﬂ

2ar?

E,

©.11)

which is a little less than 4 m¥/em® per pulse or § mW/cm?, As a comparison, rotating anodes in a
similar geometry supply about 1,5 mW/cm® and stationary anodes supply about 0.2 mW/cm?®. If the
resist requires an exposure of 40 mlfcm®, and power loss in the mask and exposure teol is ignored
(see below), 10 pulses will be required. This will take about 5 sec per exposure, which because of
the large field size may be adequate for IC production. Such systems are commercially available for
0.5 pm feature sizes. Because of the short wavelength of the exposing radiation, these systems have
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Electron storage ring sosrce

Clean
room wall

Figure 8.16 Basic schematic of an electron storage
ring for XRL. Several exposure stations are indicated
{after Glendenning and Cerrina, reprinted by
permission, Noyes Publications}.
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excellent dimensional control. One published report listed
the critical dimension control (30) over two wafer lots as
0.041 pum for a 0.5 pm feature {32].

Synchrotrons are the brightest x-1ay sources for lith-
ography. Although the cost of the storage ting is high, the
fact that a single ring can support a large number of expo-
sure tools would make synchrotrons attractive for produc-
tion x-Tay lithography, if that ever comes to pass. The basic
etectron storage ring is shown in Figure 9.16. Electrons are
injected into the ring, where they are maintained at 10° to
10° eV. The energy of the electrons in the ring is given by

”" Injection line

~03302Y 5.
E~033 - B-r {812

where B is the magnetic field in Testla of the bending mag-
net and  is the radius of curvature.

The energy lost in the emission process is made up in
the RF cavity, where electrons are accelerated back to the
storage ring energy. Electron injection must typically be
repeated a few times per day, since the electron current will
slowiy decay due to leakage. The electrons may be injected
as energies close 1o those of the storage ring, in which case
they are first sent through a linear acceler-ator, or they may
be injected at much lower energies and accelerated to
speed in the synchrotron.

At each bending magnet location an intense x-ray beam is emitted. The simple storage ring
shown in Figure 9.16 could support 12 exposure tools. When 2 nonrelativistic charged particle is
accelerated in a circular path with angular frequency , it emits power as a dipole

Stepper

Emnvironmental
antlosures

2.2 4
ap _qre 1 {9.13)
40 4’ sin’@

where ¢ is the speed of light and €2 is the solid angle. In synchrotron sources the electrons are usually
highly relativistic. This leads to a Doppler (blue) shift of the radiation energy and a narrowing of the
angle of emission. The result is that the median wavelength of such a machine is given by

_ m) _ 1864 14
rfh) =56 E(GeVY B(T)E(GeV) 514

Most synchrotron sources that sre currently operational were not designed as x-ray lithography
sources and so have median wavelengths of 20 A. New systems designed for proximity x-ray lithog-
raphy have median wavelengths of about 10 A.

Finally the size of the storage ring is worth noting. Many current generation storage rings are
quite large, with a radius of over 10 m [33]. The limitation is one of magnetic field. Large watet-
cooled electromagnets can generate about 20 kG {2 T) of field. For a 1 GeV beam this will produce 2
turn radius of about 1 m, for a total ring diameter of perhaps 5 m. Such a ring, however, requires a
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great deal of power to operate. Large bore superconducting magnets, on the other hand, can produce
fields of 50 kG (5 T), resulting in turning radii of about 0.5 m. With this type of technology compact
storage rings with diameters of 2 m can be built {34]. The cost of operating these magnets is primarily
the liquid helium refrigeration. I high critical current, high T, superconducting wires can be made in
the future, these compact storage rings would be attractive x-ray sources.

9.5 Proximity X-Ray Exposure Systems

Unlike electrons and optical photons, it is difficult to construct any type of optics for x-rays. This diffi-
culty increases as the wavelength decreases. Many experimental x-ray exposure tools therefore are
1-to-1 proximity printers or steppers. If the exposure tool is intended for FC manufacturing, it must be a
stepper since it is not currently possible to fabricate x-ray masks larger than a few inches on a side. The
attractive feature of x-ray lithography is its potential for use in volume manufacturing. Figure $.17
shows a commercial x-ray stepper that has been evaluated as an early prototype for manufacturing. This
section will concentrate on a simple proximity exposure tool (Figure 9.18). A reflector may be used to
collect and collimate the source if a rotating anode or plasma source rather than a synchrotron is used,

Figure 9.17 Photograph of a commercial x-ray exposure tool {conrtesy Karl Suss).
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Source
X-ray aperture
source
1 Be window
He purge aperieres
Mask
Water

Waler/mask
assembly

Figure 9.18 Simple proximity x-ray lithography aligner. Figure 9.19 Geometry of the exposure system shown in
The basic system is very similar to optical proximity systems. Figure 5.18.

delivering it to a narrow aperture; but unlike optical systems simple polished metal reﬂectors‘are
extremely inefficient. A helium column or a high vacuum exists between the wafer and the beryllium
window to avoid absorption in the gas. The wafer must be aligned to the mask optically and the mas_k
clamped to the wafer carrier. The carrier assembly is then positioned in the beam and the x-ray st_}utter is
opened. If the system is a stepper, the stage is moved under the mask before the next expos-ure is dt.me.
After ali of the exposures are complete, the carrier is rolled out, and the wafer is remo_ved for developing.

Clearly with 10 A photons, the resolution limitation will not be diffraction cffects_. If one
attempts to use the point source machine shown in Figure 9.18 to expose a pa!tem of lines and
spaces, one can begin to appreciate the limits of x-ray lithography. Consider Figure 9.19. I:.el d
denote the source aperture, £ be the aperture to mask spacing, G is the mask-to-wafer gap, W,, is the
line width on the mask, W, is the line width on the wafer, and r,, and r, are the distance from the
inner edge of the line on the mask and the wafer, respectively, to the centerline of the exposure sys-
tem. As a result of the geometry one can show that a pattern distortion given by

Fe=r,t G (9.15)

occurs. For a gap of 25 um, a D of 1 m, and an r,, of 2 cm, the shift is about 0.5 pm. This effect may
be tolerable if all features are exposed eon the same tocl, or the masks are made so as to compensate
for the distortion, as long as the mask-to-wafer spacing can be well controlled.

An even more serious limitation is penumbral blur. Referring to Figure 9.19, if one assumes the
mask to be perfectly opaque, the finite source size will still lead to continuous shadow edges. The
width of the outer shadow is considered the blur §, given by

9.6 Membrane Masks n

The size of this blur is often considered to be a very coarse measure of the resolution of an x-ray
exposure tool. For the dimensions that we considered before, using a 4 mm aperture, the resolution is
of order 0.1 um,

Of course penumbral blur is just a simple geometric effect. If one could produce a uniform
wide-area beam, this problem could be avoided as well. Although synchrotrons naturally produce a
large area beam with a small divergence, it is not very uniform [35]. Either type of source could
clearly benefit from x-ray lenses. There are three basic types of lenses currently being studied. The
first and simplest is the glancing incidence mirror. As shown in Figure 9.20A, this is simply a highly
polished metal surface that the beam strikes at a very low angle. Akhough such a system can be used
in & simple application such as to raster the incident beam from a synchrotron, one cannot buitd up
complicated optical systems with it.

The Kumakhov lens uses a large number of small-
diameter glass capillary tubes to collect and redirect the
radiation. Often the tubes may be drawn down to focus
the radiation {Figure 9.20B). X-Rays that enter the tube
at small angles intemnally refiect off of smooth interior
walls until they exit on the other side of the lens [36]. A
current generation of Kumakhov lens is over a meter in
length but has highly nonuniform aerial intensity.

A third strategy for x-ray optics uses a multilayer
mirror approach [37). Originally developed for x-1ay
astronomy, these mirrors use alternating layers of two
elements with widely different electron concentrations
(Figure 9.20C), One material has a high mass (the scat-
terer) and the other has a light mass (the spacer). A
common combination is molybdenum and silicon. At
each layer only a small fraction of the incoming plane
wave is reflected. I the spacer layer thickness is chosen
properly the reflected waves from the scattering layers
constructively interfere. To have high efficiency reflec-
(B) tion, the layer interfaces must be very smooth [38]. If
the layer thicknesses are chosen properly the reflected
waves from each interface add constructively, and over

half of the incident energy can be refiected for low
energy x-rays {39]. Furthermore, if the mirror surface is
properly shaped not only can collimation be achieved,

HK—E— A but so can reduction. If these mirrors allow a reduction
\\ stepper to be made with a very high intensity source,
many of the mask distortion problems would be consid-

erably reduced.

9.6 Membrane Masks

One of the most difficult aspects of x-ray lithographic
technology is mask production. Since no material is

Figure 8.20 Possible choices for x-ray optics systems

include glancing angle metal mirrors (A), Kumakhoy highly transmissive for x-rays, the mask substrate must
lenses (B), and multitayer mirror (C).

8=g d (9.16) be a low Z thin film [40]. The mask information is
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Table 9.2 Mechanical properties of typical x-ray mask materials

Thermal Exp
Coefficient Thickness for 505

Material Young’s Modulus {Gpa) t2C7 " % 1078 Transmission (pm)
Silicon nitride 250 27 23

Silicon 47 26 55

Boron nitride 675 1.0 38

Silicon carbide 460 47 36

Diamond . It 1.0 4.6

Tengsten 397 4.5 0.8 for 10 dB
Gold 78 14.2 0.7 for 10 dB

transmitted using a patterned absorber layer on this membrane. Tabie 9.2 compares some of the films
used most often for x-ray masks. The substrate materials are listed roughly in order of increasing
desirability. For comparison two common absorbers, tungsten and gold, have been included. Various
alloys of Ta are also commonly used as absorbers. Although diamond has the most desirable proper-
ties for a substrate, it is also the most difficult to produce [41}. Due to the ease of fabrication, a
common membrane material is noostoichiometric Si;N;, however SiC is preferred due 1o i
increased stiffness and improved radiation tolerance [42]. The film is most commonly deposited
using low-pressure CVD. The temperature and gas compositions can be used to control the stress in
the membrane [43].
All membrane mask processes begins with the fabrication of an x-ray mask blank. As shown in
Figure $.21, in the typical blank fabrication process a silicon wafer is first coated with the membrunc
material. In the case of silicon membranes, the surface of
the wafer may be doped to be able to select-ively etch
the substrate {44]. The back of the wafer is patterned

N g material:
hlank Si wafer lithographically to protect the outer ring. The membrane

material on the back side of the wafer is removed, then a

R 1 Deposit long wet chemical sil-icon etch is done to remove most

membrane film

of the wafer. Once all of the wafer has been removed, the
remaining ring is epoxy mounted to a pyrex ring for

: . e | Paliem wafer
hackside

additional strength and mechanical stability.
Once the wafer blank has been completed, the
mask must be made. A typical additive sequence of

membrane mask fabrication is shown in Figure 9.22. A
thin tantalum/gold plating base is deposited on the com-

Figure .21  X-Ray mask blank fabrication process
produces a membrane stretched across a mechanical

- —E| Etch waler

pleted blank and a thick stencil resist is spun on and

baked. Thin layers of chromium and imaging resist are
deposited on the stencil resist. The top resist is exposed,
developed, and used to pattern the chromium layer. The
chromium is used as a hard mask in a vertical etch of the
stencil resist. The chromium is then stripped and gold is
plated up selectively in the resist trenches [45]. Finally
the resist is stripped, and the plating base may be

Bond to
suppost ring

support ring. removed.
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q $1arling material; I 3 Starling material:

mask blank mask blank

1 Depasit: plaling
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Pattern chromium

Pattern and
_ . _ I RIE fungsten

Figure 8.23 Subtractive process for x-ray mask
fabrication.

RIE resist

Strip chromium,
e el plate up gold

. l Strip resisi

A subtractive process is shown in Figure 9.23. The
mask blank is coated with tungsten and a resist is applied,
patterned, and used as a mask to etch the tungsien. The resist

Figure 9.22  Additive process for x-ray mask

is stripped 1o complete the process. Each technique has
advantages. The subtractive process is simpler, and should
produce fewer defects since it does not require a plating
step. It requires the development of a vertical etch of tung-
sten that can stop on the membrane. This is much more difficult than achieving etch selectivity of
resist to silicon since the common etchant for both silicon and tungsten is fluorine. The lack of selec-
tivity tends to limit the aspect ratio of tungsten absorbers. Gold can be used as an absorber in the sub-
tractive process but it suffers from redeposition problems during the pattemning step [46].
Redeposition can be avoided through the use of high energy ion milling [47], but this process can
easily damage the membrane. Stress control is critical in the tungsten deposition process to avoid
peeling and mask distortions. Stress is not a problem for a plating process; however, many silicon
fabrication facilities are extremely reluctant to introduce gold because of possible contamination
problems.

Pattern distortion is a serious problem in membrane masks, In addition to placement errors
associated with the e-beam writing of the mask, serious distortion may arise from nonuniform clamp-
ing of the mask in the system [48). Other sources of distortion include stress changes or differential
thermal expansion of the mask materials. The stress on the mask blank may change during the addi-
tion of the various layers on the mask. After exposure and patterning the mask can relax back toward
its previous condition. During exposure thermal expansion differences among the ring, the mem-
brane, the absorber, and the resist can also cause focai distortions. For that reason choosing materials
with matching expansion coefficients is very desirable. To provide optimal stability the membrane
stress should be large compared to the additional layers, but not so large as to lead to buckling and
warpage. It should also be as thin as possible to minimize exposure times and mask heating due to
absorption. The former can be overcome with high brightness sources, but the mask must also be
optically transparent for most alignment techniques.

The major obstacles to implementation of simpie proximity printing is the mask [49] and the
continuing success of optical lithography. A number of groups are working on proximity x-ray lithog-
raphy and improvements are being made [50], however, many issues are far from resolved. IBM has
succeeded in fabricating masks with complex IC images [51]. The image placement needed for
0.05 pm technologies will be extremely challenging on a thin membrane mask [52]. Furthermore,
very thin gaps (~10 pm * } um) will be needed. Mask distortion and aging at these small feature
sizes are also extremely serious. Many question the ability of the mask to tolerate the handling
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implicit in day-to-day use in a producticn environment. Questions regarding mask cleaning and
repair have not been fully resolved. Finally there is no commercial supplier of masks. These concerns
have dropped proximity x-ray Jithography from a leading contender as an NGL to more of a second
tier status.

9,7 Projection X-Ray Lithography

Just as optical lithography overcame mask problems by moving from proximity/contact printing to
projection lithography, XRL would benefit greatly if a projection technique could be developed.
Optics for such a system would be mirrors, typically the reflecting high-Z/low-Z type discussed
already. To avoid the problems associated with membranes, the masks can be made on a reflecting
rather than a transmissive surface. This solves most of the current generation x-ray mask probiems
[53]. These systems must use soft x-rays (A > 50 A) [54] where the reflectivity is large [35]. This
radiation is sometimes called extreme ultraviolet (EUV). Normally a pulsed plasma source is used
since these can be quite rich in these soft x-rays. This type of system has already demonstrated fea-
ture sizes of 0.1 wm [41], and scaling to smaller sizes appears to be feasible. Figure 9.24 shows a Sys-
tem designed around this principle. The mask is scanned from left to right while the wafer is scanned
from right to left,

Projection x-ray systems have several shortcomings, generally revolving around the mirror/
mask structure. Since many layers are required, the defect density per layer must be extremely small.
The spectral bandwidth is enly 2 to 3%, limiting the power transmission unless a highly monochro-
matic source is used. The stabitity of the mirrors and coating after long-term x-ray exposures is a
concern. Perhaps the most vexing problem for projection x-ray is the requirements for machining and
polishing tolerances in the mirror fabrication process [56]. This has two parts: the atomic abruptness

\ Four mireor aspheric imaging system
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Figure 9.24  An x-ray projection lithography system using x-ray mirrors and a reflective mask {after Zorpette,
reprinted by permission, © 1992 IEEE).
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of the layer structure, which can severely impact the reflectivity of the mirrors, and the substrate on
which the mirrors and masks are built.

The most widely used pair of materials for projection x-ray is Si as the low-Z layer and Mo as
the high-Z layer. This combination can achieve about 60% reflectivity at wavelengths greater than
124 A, which is the silicon L absorption edge [57]. This requires abrupt (< 3 A roughness) inter-
faces. These mirrors contain hundreds of repeats of the two materials. To minimize interdiffusion,
the sputtering must be done at low temperature. RF systerns put less of a heat load on the mirror and
so are useful in this application [58]. Ni/C has been explored as a materials pair for shorter wave-
length sources. Models predict that it should be useful down to 50 A, however, obtaining smooth
interfaces has been extremely difficult, with typical roughness values of 6 to 8 A. Takenaka et al.
have fabricated a mirror with a roughness of 2.5 A by RF sputtering at —20°C, giving a reflectivity of
about 20% [59].

The second problem with x-ray projection optics is the substrate on which the mirrorfmask is
built. Early systems used 130-A radiation with Schwarzschild microscope objectives consisting of
two spherical mirrors [60]. To obtain a substantially larger exposure area, one must use aspheric
mirrots. Several designs have been proposed, but all require mirror machining tolerances of less than
10 A to achieve diffraction limited results {61}. This is approximately 2 orders of magnitude better
than current state of the art in aspheric mirror fabrication techniques. There is some hope that diffrac-
tion gratings could be used on spherical mirrors [62]. This would significantly improve the manufac-
turability of a projection x-ray tool.

9.8 Projection Electron-Beam Lithography (SCALPEL)

Direct write e-beam lithography is too slow to be a viable production technique except in niche appli-
cations. If one could combine the high throughput of projection optical lithography with the rese-
lution of e-beam, the result would be very attractive. The difficulty is finding a suitable masking
material that would have adequate contrast and transparency to allow reasonable exposures, and still
have the mechanical stability needed for repeated use. Typical stencil masks through thick plates
have very limited applicability. '

One of the most promising techniques to come out of e-beam lithography is called SCALPEL
{SCattering with Angular Limitation Projection Electron-beam Lithography) [63, 64]. The basic idea
behind SCALPEL was first introduced by Berger Gibson at Bell Laboratories in 1989 {65]. It is the
use of scatiering contrast versus absorption contrast to create an image. That is, the systermn sends a
broad collimated electron beam through a mask, whose “clear” areas consist of a thin membrane of a
low atomic number (Z) material. The dark areas, which are patterned in a high-Z material, are not
designed to absorb the electrons, rather they scatter them at a sufficiently large angle to prevent them
from going through an orifice to reach the wafer (Figure 9.25). One of the primary problems with
membrane masks is the heating caused by beam absorption. The SCALPEL technique completely
avoids the problem as the beam is only scatiered, not absorbed in the mask. This allows one 1o
use very high energies, typically about 100 keV, at which most membranes are almost completely
fransparent.

The electrons are created using a cathode in a temperature-limited {i.e.. thermionic emission)
mode. In early versions of the SCALPEL gun, a large flat single crystal of LaB, was heated to about
1250 K, producing a 10 A current, which is highly uniform over a | mm diameter with a brightness
of 1000 Afem™sr [66]. Due to uniformity and stability issues associated with LaB,, it has been
replaced with a Ta-disk cathode with a brightness of only 250 Afem®-sr. Notice that this is quite dif-
terent than direct-write sources. For SCALPEL one wants a large area, highly uniform, low-brightness
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Figure 9.25 SCALPEL principle of operation.

source, with a very high total emittance. Magnetic lenses are then used to focus the electrons. Since
low-aberration, large field magnetic lenses are impractical, SCALPEL systems have small exposure
areas, typically of order 1 mm on a side. The mask and wafer chambers and the beam path are kept at
vacuums of order 1077 torr, while the gun is maintained at pressures below 1 X 107% torr, The pattern
is exposed by scanning the mask and wafer synchronously through the illumination, with stage
velocities ratioed 4:1 to given a reduction to the exposure.

The SCALPEL mask comprises a ~0.1-wm low-Z membrane, often & silicon rich silicon
nitride, and a 0.05-j2m high-Z pattern layer, typically W/Cr. Notice this is much fess that the 1- to 2
pm thick layers typically used for dark regions in proximity x-ray masks. The high-Z material scat-
ters the electron beam to high angles, while the scattering in the low-Z material produces a negligible
angular change in the velocity. An aperture in the back-focal plane of the projection system blocks
the scattered electrons, generating a high contrast aerial image. To improve the mechanical stability
of the membrane mask, the image is divided into ~1 mm rows that are stitched together in the final
image. A skirt region containing the deflecting high-Z material surrounds each exposure area to form
the edge of the image.

The SCALPEL process, although a leading contender as an NGL, has several difficulties that
must be resolved [67]. Naturally no source of commercial SCALPEL masks exists, nor will mask
repair be trivial. After a 4X reduction, the image size on the wafer of one scan area is 0.25 mm X
3 mm. The small field size means that actual patterns must be stitched together. This is a serious con-
cem, since maintaining critical dimension control over stitched features is extremely difficult.
SCALPEL has adopted a semiblended approach in which features near the edge exist in a shared zone
where partial exposures are done from each side. This leads to much less significant stitching errors.
Perhaps the most difficult problem with SCALPEL is the throughput / image quality trade off. High
throughput in a SCALPEL system requires a high electron fluence. Just as was discussed for low
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encrgy ion implantation, space charge effects Jead to a blooming or spreading of the beam. (In ion
implantation the energy at which this is important is ~1 keV compared with the 100 keV usually
used here, but the ions are ~1000% more massive than the electrons used in SCALPEL.} Excellent
image quality can be obtained at low electron fluence and reasonable throughput can be obtained at
high fluence. It remains to be seen whether high throughput systems can be built for sub 0.1 pm
features.

9.9 E-Beam and X-Ray Resists
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Figure 9.26 Cross-linking of an e-beam resist
where the basic PMMA structure has been
modified through the addition of a C=C side
chain to promote cross-linking.
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Image production in the resist is very different in x-ray and e-beam lithography than for traditional
optical lithography. In an optical process the energy of the absorbing photon is well defined. The
photon energy is given by

E=hy=2e

(8.17)
For an i-line source the photon energy is 3.4 eV. In contrast,  high concentration of secondary elec-
trens with a wide range of energies is produced upon exposure to either electron beams or X-rays.
Rather than designing the resist so that a single chemical reaction is driven by the exposure, the resist
must be designed so that the desired reaction occurs preferentially, but recognize that many reactions
will occur. Because the energetic beams penetrate the resist well into the substrate, undesirable reac-
tions {damage) in the substrate must also be considered. This section will discuss intentional chem-
ical reactions in the resist. The next section will discuss exposure damage. The section will
concentrate on x-ray damage, but the effects are similar for e-beam exposures as well. :

In resists two types of chemical changes are of particular interest. The photoresists that are
ofien used in nonoptical lithography consist of long chain car-
bon polymers (see Section 8.2). Upon irradiation atoms on adja-
cent chains may be displaced and the carbon atems will bond
directly. This process is known as cross linking. Highly cross
linked molecules dissolve more slowly in a developer solution.
A material in which cross linking is the dominant reaction upon
exposure is a negative resist, As discussed in Chapter 8, radia-
tion can also disrupt the polymer chains, rendering them more
soluble in the developer. A material in which chain scission is
the dominant reaction upon exposure is a positive resist,

The most important resist criteria are contrast and sensitiv-
ity for the exposure type and energy {Table 9.3} and resistance to
damage during plasma etching. One of the most commonly used
positive photo-resists for high resolution work is polymethyl
methacrylate (PMMA). The monomer for PMMA is
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It has fair sensitivity, but good contrast (typically 2 to 4). In
PMMA both cross linking and by fragmenting the polymeric
chains occur (Figure 9.26 shows cross linking in 2 modified
PMMA), but the rate of scission is much larger than that of
cross linking. The fragments are about 100 A long. Like many
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Table 9.3 Listing of a few common resists for e-beam and x-ray lithography

EBL Sensitivity EBL XRL Sensitivity XRL
Resist Tone {(nClem?) Contrast {mJfem®) Contrasl
PMMA + 100 20 6500 2
PBS + 1 20 170 1.3
EBR-9 + 1.2 3.0
Ray-PF + 125 *
COP - .5 0.8 100 il
GMCIA - 7.0 1.7
DCOPA - 14 1.0
Movalac based * 200-500 2-3 750-2000 ~2

ta)

“ /\[/\ vinyt

Figure 9.27 Common groups used
to promote cross linking.

For comparison typical numbers for a common optical resist are given as well. An asterisk indicates that the valug is provess
dependent.

simple hydrocarbon polymers, however, it stands up very poorly in plasma

etching environments. As a result many PMMA-like resists are limited 10

mask making where only a thin Cr wet etch on a flat substrate is required

Chloromethyl  when these resists are used for direct writing, PMMA is typically used o

styrone the imaging resist for a liftoff process. A variety of derivatives of PMAA

CH, LI have also been demonstrated. One worthy of note is EBR-9, in which she
polymer structure has been replaced by

—[CH, — CC{CO,(CH,CF,)}— {9.19)
- Epoxies Manufactured by Toray in Japan, EBR-9 has one of the highest sensitivilic~
11: P for positive resists, roughly 15 times that of PMMA.

A number of negative resists have also been fabricated. These resis
have compenents on the polymer chain that enhance the likelihood of cris
linking. Typical cross linking components include chloromethyl styrenc.
epoxies, and vinyl groups {see Figure 9.27). During exposure the polyuwr
readily cross link at these positions, reducing the solubility of the resist in
developer. The negative resists generally have sensitivities as good us o
better than the best positive resists, but have low contrasts and are prone fv
swelling during the develop cycle.

X-Ray exposures are typically done in thick resist layers and produce
vertical sidewalls with well controlled feature sizes. In contrast thin Liyers
of imaging resists are often used in e-beam lithography to minimize scattering effects. The pattern i+
transferred into 2 hard mask by liftoff or etching. When the resist must be directly used in an etching
environment, either a novolac-based optical photoresist or a novolac/sulfone copolymer is uscd
These resists are even less sensitive than PMMA. As an example, Shipley AZ-1350, a commenit
used positive tone optical Tesist, acts as a negative resist under e-beam exposure with a contrast of 32
and requires a dose about 10 times that required for PMMA.

9.10 Radiation Damage in MOS Devices

One of the consequences of the use of energetic beams such as x-rays and e-beams for lithographs
is that the beam is not confined to the resist layer. Either the beam itself or the secondary electrvn
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or high energy radiation generated by the beam will lead to unintentional and often undesirable
chemical changes in the underlying layers [68]. The most sensitive of the common IC structures Lo
these effects are oxides and oxide/semiconductor interfaces. This section will review some of the
primary results of radiation exposure and discuss the repair of these effects. For a comprehensive
review the reader is referred to Ma and Dressendorfer [69].

It has been observed that irradiation causes the fixed oxide charge density, the neutral trap den-
sity, and the interface state density of MOS devices to increase (see Chapier 4 for a discussion of
these defects). The fixed charge shifts the threshold voltage of the MOS transistor. The interface
states shift the threshold and reduce the carrier mobility. Neutral traps in the oxide can cause the
device to degrade more rapidly under electrical stress. Trapped charge changes the local field in the
oxide and may ultim-ately lead to destruction. As shown in Figure 9.28, the process by which these
three effects arise is quite complex. It may involve a direct bond breaking mechanism during the
absorption event, or the damage may be caused by the absorption of carriers created in the oxide dur-
ing the exposure. From Figure 9.28 it is apparent that the carriets in the oxide may fall into traps, or
they may create traps through bond breaking. An example of the bond breaking mechanisms believed
to occur during the radiation of MOS devices is shown in Figure 9.29. In this example an oxygen
vacancy lfeads to a strained 8i-Si bond. Holes created during exposure are captured causing the SiQ,

MOS device
lonization
T
Carrier injection e-h Pair Bond breaking
from contacts creation in $10, and
I T Alem relaxation
U
e-h Transpart
in Sf0,
Trawinn of Ralﬁ;u:;h !::blle
carriers (, OH, Na, efc.}

1 |

Defect migeation Migration of
in strained region ' impurities

Hole trapping plus
electran capture

Reaction at
interface

Figure 928 Radiation damage flow path {after Ma and Dressendorfer, reprinted by permission, Wiley).
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Figure 9.29  An example of a trap creation process believed to
occur ppon x-ray irradiation of MOS structures. The larger atoms
are silicon, the smaller are oxygen. Due to an oxygen vacancy, the
two silicon atoms are initially bonded together.

tetrahedra to relax back leaving a permanenily unsatisﬁed_ bond [TG]_. At the imerf?ce it is believed
that hole capture releases atomic hydrogen, which had originally pqss1vatf:d defecl sites. da )

Since the number of ionizing events in the oxide increases }wmh oxide thickness, the damage s
most pronounced in thick oxides. This dependence can be approximated by

htfv Nr'r =~ k‘rz«r (9.20}

where k is a constant, N, and N, are the fixed charge and interface state density,_l;esgicm;e]y, agg :
is approximately 2 {71, 72]. At a typical e-beam_ exposure dqse 2x10 cm” or al o
10 electrons/ cm?), 2 MOSFET with a 500-A gate oxide will experience a fixed charge increase

12 -2
sbout ;«:]ostc [01}’ ﬂ;e increase in fixed charge density and interfa-;e state density can be reparredl Il_:y a
400°C anneal in forming gas [73). This is a significant result since the final anneal of m?ist si 1(:21;
technologies is done at temperatures at least that high-. Neutral traps, on the other hand, re]c:;ll
anneal temperatures of at least 700°C. There are indications [74] that these traps are not cmflpb rj[f]
removed until the anneal temperature approaches 1000°C. As a result any back end energet::: ?are
processes such as meial patterning may leave neutral traps that cannot be removed and therefo

ies will be more susceptible to later damage. )

these l\?\f::: lgfa:fing with deep submifron devices with very lhin. gz}te oxides, it has been show; S:)ﬂli
oxides grown with dry oxygen at low temperature are quiie rad]nauon har_d {75], but some rz iaf |de
effects remain. Irradiated unannealed n-channel devices with SO-A_gate oxides were ff:uund to degra :
about twice as fast as unirradiated devices under electrical stressu‘ag {?6].‘The efﬁcu:_ncy of ]:l;l:g_
trap annealing of these thin oxides is found to depend on t!)e annealmg_ ambient [77] :Iﬂl ;)ure 533:-1 e
gen showing good effects even at 450°C. As a result, oxide damage is not expected to be a :
barrier to x-ray lithography of deep submicron devices.

9.11 Summary

Because of diffraction effects, optical lithography is not expe-?ted to be Cfipable of bEIElg exl_ended ]I;J!
feature sizes much less than 0.07 pm; however, costs for optl-cai patierning at these d!menscllnns \ZC_
rise sharply. Some of the possible candidates for nanoscale illhograph?f are direct w‘nte anl 'FF(EBL
tion electron beam (EBL) and proximity and projection x-ray {XRL)} lithography. Direct write
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has demonstrated the ability to produce feature sizes of about 10 nm, far exceeding device require-
ments for the foresecable future. The process is too slow, however, to make most integrated circuit
manufacturing viable. Proximity x-ray lithography has the potential for volume production since like
optical lithography, it is a parallel rather than a serial process. The best x-ray sources include syn-
chrotrons and laser-heated piasmas. Proximity x-ray lithography uses shorter wavelength photons.
Masks must be fabricated on a thin membrane. Distortion of the mask due to mounting, thermal
effects, and exposure aging are all serious concerns. Projection x-ray lithography uses reflecting
masks and softer x-rays, avoiding some of the problems with proximity systems, but presents a new
set of difficulties. Finally, SCALPEL, a projection e-beam system, was presented. SCALPEL also
uses membrane masks, but avoids many of the problems found in the proximity x-ray technique,

Problems
1.

I —

Construct a table of the wavelength and energy of g-line, i-line, and ArF laser optical sources,
10-A x-1ay photons, and the deBroigie wavelength of 10 keV electrons. Use Eguation 7.17 to
predict the proximity printing diffraction-limited minimum feature size for each source if the

proximity gap is {0 umand £ = L.

2. If one examines the Monte Carlo results for an e-beam exposure shown in Figure 9.11, some of

the scattering events involve scattering angles (the angle between the incident and outgoing
velocity vectors) of greater than 90°, Explain briefly why this is seen far more often in e-beam
lithography than in ion implantation.

3. Estimate the parameters in Equation 9.10 for the beam broadening indicated in the upper haif of

Figure 9.10. Use the {ateral scale on the lower part of the diagram (7, will be arbitrary).

4. Refer to Figure 9.5 for an e-beam column. Where might you expect to observe x-rays from this

column? Where would they be particularly intense?

5. A proximity x-ray mask is made up of tungsten-absorbing patterns on a silicon nitride

membrane. If the membrane heats 10°C during exposure and the field size is 2.5 cm on a side,
how much can the field be distorted due to thermal expansion? Using approximation that the
maximum allowable distortion is about one-fourth the minimum feature size, what is the
maximum temperature rise allowable on the mask if the minimum feature size it 0.1 um?

6. (a) Penumbral blur (see Equation 9.16) can be greatly reduced in x-ray lithography by using

contact rather than proximity printing. Why isn’'t this commonly done?

(b) What are the relative advantages of thermionic and field emission sources for
high-resolution direct-write electron-beam lithography?

{c) A typical proximity correction is applied to an electron beam exposure. Which pattern
would receive a longer exposure time, a isolated line or a line in a dense pattern of
features? Justify your answer.

7. How thin must a silicon nitride membrane be for 90% transmission at the wavelength used in

Table 9.2.

8. According to Equation 9.16, the penumbral blur can be minimized if the aperture or the gap is

reduced. Explain the trade-offs involved for each of the two parameters.
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The average component of the velocity in any direction
is given by

20— — n=u =0, = \/%’.E {10.3)
i and the root mean square velocity is given by
o151 —
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The thermal velocity is often large. For example,
molecular nitrogen at rtoom temperature has an average
x-component of the thermal velocity of about 240
- mfsec, or 530 mi/hr. The direction of the thermal veloc-

ity is random, and thercfore if there are no externally
T| | Yims applied forces the average velocity is zero. If a small

0.0 T N ) I IO IR B I pressure gradient is imposed across the gas there will
. . : i . The 0 200 400 60C BOD 1000 1200 1400 i i
Until now most of the unit processes that have been discussed are run at atmospheric pressure Speod {mfise] be a net macroscopic flow from high to low pressure.

microelectronic processes that will be covered in the next four chapters, however, are mn_in vacuum
chambers. The first half of this chapter will review vacuum science and technology. It will first dis-

On a microscopic level this induced fow velocity vec-
tor is added onto the much larger thermal velocity.

Figure 10.1 A Maxwellian speed distribution of
particles. P(w) is the probability that a particular particle
will have the magnitude of velocity.

cuss the fundamental physics of molecules and atoms in a vacuum chamber. It will then go through

Individual atoms may be traveling against the pressure
some of the basic equipment used to produce, contain, and measure vacuums. Further information

gradient at any instant of time, but on average the flow

can be obtained in several references [1—4]. The second half of the chapter is devoted to the‘physn:s
and technology of plasmas or glow discharges. This type of system i_s us_e,d for the ph%fsrcal and
chemical deposition of thin films and for etching. Subsequent chapters w111. discuss the details of each
of these processes, but this chapter will lay the foundations for understanding plasma processes.

10.1 The Kinetic Theory of Gasses®

236

One of the topics that will arise through the next section of the book is the behavior of gasses ina
vacuum chamber. To appreciate the behavior of gas in phase reactions, gaseous beams, heat flow,
and surface bombardment, we need to develop a model of gas molecules. One of the m.O.St common,
the kinetic theory of gasses, treats gascous molecules as hard spheres. Then the prolbablhly dlStl‘lbi.l-
tion of velocities is given by the Maxwell speed distribution (Figure 10.1). For a simple monotonic
gas the probability of a molecule having a certain speed is given by

¥ 1
Plv) = 417[—21:_11,] vl T {101)

where m is the mass of the molecule, & is Boltzmann’s constant, v is the magniludt? Of. the velocity.
and T is the temperature in kelvin. The speed, or average magnitude of the velocity, is given by

lu|=c= J-: vP(v)dv = .I'%

(10.2)

i

will move from high to low pressure.

One of the primary mechanisms by which gasses
at atmospheric pressure change velocity is gas phase
collisions. Consider a molecule of diameter d moving randomly in the gas. If another molecule of the
same type is within a distance 4 of the projected path of the first atom, a collision occurs. The mole-
cule then has a collision cross section of 7, which in the simple hard sphere approximation, is four
times the actual cross section of a single molecule. The probability that a collision will occur over a
distance L is given by

P = Lad’n {10.5)

where n is the number of gas molecules per unit volume. For simple diatomic molecules like N and
0., d is commonly taken as 3 A, If we set P ~ 1, the average distance between collisions, commonly
called the mean free path A, can be approximated as

A~ (10.6)
dn
A more rigorous statistical treatment will show that

N 1
V2mdn

Since n is not commeniy known, it must be calculated from a macroscopic equation of state.
The ideal gas law

A (10.7)

{10.8)

g

I
=l=z
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where P is the pressure of the chamber, is commonly used. Combining equations,

A=K {109
V2ad*P

A host of useful equations can be derived from this s_im‘ple model. Tabl.e 10.1 IisTs afew g
characteristics as derived from kinetic theory. In this table, C » 8 the heat capacity per unit vniu?]iu -I-:
the gas species and ¢ is the average speed as defined in Equation 10.2. These formulas an':] ﬂpil.ud:::
only when & << L, where L is a characteristic length-of the cha_mber (_for example, the ¢ /.u: i
diameter). This is called the viscous flow regime. We will, for the time being, confine our remarkst.
o pr;isszr;’rig:;i must be introduced that may seem a bit abstract, but ultimately will prove Ll|LJIL
useful. Recall from Chapter 3 that a flux density J, can be defined as the net flux §f mnlc\.u\l\w
through a unit area per unit time. J, can also be thought of as the number of melecules ihat srike

surface of unit area per unit time. It is given by

_m [l _ P {10.10)
Jo = 2 A 2mm 2akTm

Once again this can be a very large number. For example, J, for 1 atm of nitrogen at room tenyi:

ture is about 6 X 107 cm™ 2 sec™ . _ o
Before finishing this section, a word is required about units of pressure. Table 10.2 fists »u:

of the most common units and their meanings. The unit of torr (the pressure that would raiw .

Table 10.1 Various formutas that can be derived from the kinetic theory of gasses

Parameter Symbel Equation

Diffusivity D Mi%fﬂ

Viscosity k] TR

Thermal Conductivity K C.

Table 10.2 Conversion faclors for various pressure units B
‘ Units Conversion Factor }

-3

Standard atmospheres (atm} 1333 % }g-Z

Pounds per square inch (PSI) 1933 %

Torr or mm Hg (torr or mm) 1002

Pascal or Nt/m? (Pa) 133. -

Micrometers of Hg {pum} 1000 >:< e

Millitorr {mtorr) 1.000

To change from torr to the desired unit multiply by the conversion factor. To change to torr from the Listed unit Ul
conversion factor.

vige by
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column of mercury 1 mm) has been commonly used in describing vacuum equipment. We have
adopted this convention in this bock. However, it is not an MKS unit. To use the equations devel-
oped in this chapter you must convert to a consistent unit set,

10.2 Gas Flow and Conductance

This section will describe the equations used to calculate pumping speeds and gas flows. In measur-

ing the flow of a simple liquid like water, a commen unit might be the volumetric flow rate, say in
gallons per hour. Although volumetric fow rate is sometimes used in describing gas flows, particu-

larly in describing pumping speed, the problem of using the gas flow in this manner is that gasses are
much more compressible than liquids. To avoid this problem throughput is used to describe the
amount of gas flowing through a system. The mass of a £3s in some volume V is

where p is the mass density {m X n). Then the mass flow rate is

The throughput of a gas @, which has units of pressure-volume/time, is given by

Gas flows are often measured in terms of a standard volume, that is, a volume that an equiva-
lent amount of gas would cccupy at 0°C and 1 atm of pressure. For example, one standard liter is the

Chamber

Tube of conductance C

r‘ﬁure 10.2 A simple vacuum system showing a uniform
“wize chumber with inlet flow 0, a vaccum pump, and a
et annductance .

amount of gas that would occupy a liter at 1 atm at
273 K. Since ! mole of gas occupies 22.4 L at stan-
dard conditions, one standard liter is 1/22.4 moles.
Alternatively, one standard liter per minute is a
throughput of 760 torr-liter per minute. A flow of
gas, then, is often measured in standard liters or
standard cubic centimeters per minute.

Now consider a simple vacuum system shown
in Figure 10.2. Gas flows through the chamber,
which is assumed to be at a uniform pressure PLA
tube connects the chamber to a pump and the inlet
of the pump is at a pressure P,. The conductance €
of & vacuum component is given by

_ e
S (10.14)

The conductances can be calculated for a variety of
geometries or they can be found in tables. Like

e

G=pv {10.11)
_dG
= {10.12)
0=q,5 (1013)

L
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BuHterlly value

Figure 10.3  Variable conductance valves used in
small- and large-diameter vaccum lines.

electrical conductances, conductances in parallel ini-
ply add, while conductances in series add as inverses

SIS

Wenalian bling vahve
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S . 10
76T 10:5)

thrics

Although detailed conductance calculations ure
beyond the scope of this book, we note in pussing the
the conductance of a tube of diameter D and length { .«
the viscous flow regime is

el

C= 18 X 10 torr™" sec™ %P“ (10.16)

where P, is the average of P, and P,. Elbows, bends, and narrow sections ai! reduce.the cond‘ucmng:
of a system. Flowing a large amount of gas through a vacuum‘syslem while keeping the Lh'tt]n.h;'
pressure close to the pump pressure requires a vacuum system with a very large conductance. Su-\h-..
system must therefore be designed with large-diameter tubes, and the pump must be placed clos -
the chamber. ) . )

Often it is desired to control the pressure in a vacuum chamber during a process. The voluni:
ric flow rate of a typical pump cannot be independently controlled. Since‘yfor maost pumps, lhc.pm.]-i.;
speed (volumetric displacement} is nearly constant over a broad range of m!et. pressure, the l]lnnul_l
put rises with the inlet pressure. The pressure in the chamber can be se‘l !)y adjusting the Ilmt 1 ‘
the gas in the chamber, but this vatiable is normally reserved for op.nrmzlng other process pu ..u.m “
such as uniformity. The pressure in a vacuum chamber can be _easﬂ;,r conm_)lled, however, h\ -m[T r
ing a variable conductance valve (Figure 10.3} into the pumping line. "_l"hls can be done by ;1: llll.
a simple vane that can be rotated to partially block the tube, or in large-diameter vacuum plum mr]. :
venetian blind arrangement can be wsed. A pressure monitor attached to the chamber a!ung \‘\ it -
feedback loop can be used to maintain the pressure in the chamber for a broad range of pumping r.i-
and inlet flows.

Pumps are usually specified in terms of pumping speed, 5,

_e_ (0.7
L,

S dt

p
where P, is the inlet pump pressure. For example, a pump rated for ](}00 Lmin {slm}, will pllllllp I: "'
slm at 1 atm inlet pressure. On the other hand, if the inlet pressure is 0.1 atm and the pumping m
at this pressure remains 1000 ¥min, the maximum gas flow that this same pump could ascevpl L\W»w
slm. Furthermore, the pumping speed generally is not a constant. It depends on the gas bemf}: puii ..h.
and the inlet pressure. The next section will discuss the pressure ranges commonly nsed for mic
electronic fabrication and the types of pumps used for these systems.

10.3 Pressure Ranges and Vacuum Pumps

; e I
Two pressure ranges corresponding to the mean free path of the gas molecules have bCLlﬂ“T[‘ .
ously identified. The division between viscous flow and molecular flow occurs at f’.lbOlllT._ | mi : ‘m
equations for the behavior of the gas in these two ranges are entirely different. This division 1s M

Gas exhausi

Figure 104 A schematic of a single stage two
1 Palon ump.
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on the physics of the molecule~molecule and molecule-wall interactions. As z practical matter, vac-
uum regions are also often defined by the technology required to achieve them. The divisions are
rather flexible, but let us approximately define them as follows:

Rough vacuum 0.1 torr-760 torr 10 Pa—10° Pa
Medium vacuum 107 torr—10"" torr 167% Pa—10 Pa
High vacuum 107 torr-10"* torr 107¢ Pa—10"""Pa
Ultrahigh vacuum <107 torr <107'""Pa

Most of the processing equipment used in semiconductor fabrication operate in the rough or medium-
vacuum regime. To ensure a pure chamber, however, they are often pumped into the high- or ultra-
high-vacuum regime before introducing the process gasses. For that reason, we will also discuss the
production of high vacuum. The production of ultrahigh vacuum is a difficult task that requires a con-
siderable art. In microelectronics it is used primarily for molecular beam epitaxy (Chapier 14).

Rough vacuum pumps all involve the positive displacement of gas through the mechanical
movenient of a piston, vane, plunger, or diaphragm. Ail of these pumps involve three steps: capture
ol a volume of gas, compression of the captured volume, and gas expulsion. The simplest conceptual
picture of such a pump is a piston pump (Figure 10.4). The gas 10 be pumped is drawn into the cylin-
der through a valve as the piston is drawn back into the cylinder. During the next part of the cycle
both valves are closed and the gas is compressed. Near the end of the stroke the second valve is
opened and the gas is expelled to the higher pressure region. Often these valves open automatically in
response to a pressure difference. If an ideal gas is used, the pressure differential is just the ratio of
the fully expanded to fully compressed volumes. IF, for example, the exhaust pressure is 1 atm and
the compression ratio is 100: 1, the lowest pressure that can be
achieved in this simple pump is 0.01 atm (7.6 torr). These
steps may be run in a series of stages to obtain higher pressure
differentials between inlet and outlet.

This simple piston pump is not widely used for micro-
electronic processing schematically. Instead, a VEry common
pump for rough and medium vacuums is the rotary vane Sys-
tem shown in Figure 10.5. A metal cylinder attached to an

1& E: ﬂ:: R}iur

[ 7 —]
Gas «— <~——— Gas inlel
exhaust

Gas inlet

£l n

Spring foaded
vane

Housing

Figure 10.5  One of the most common types of pumps
for microelectronic processing is the rotary vane vaccam
puttp.
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¢lectric motor is rotated in a cylindrical chamber about an axis that is displaced from the chamber
center. Spring loaded vanes slide along the wall of the chamber, sealing off different areas of the
pump. Gil is used to seal the vane and as a lubricant to help with this sliding action. The oil also helps
to cool the pump, dissipating the heat generated by friction and by the compression of the gas. As
with the piston pump, the rotary vane system works by compressing the gas as the pump rotates. The
circular motion of the pump eliminates the need for crankshafts that translate the rotational motion of
the motor into the up and down motion required for the piston pump. Furthermore, as the vane
sweeps past the outlet, the compressed volume becomes very smali. These pumps are commonly
used in both single- and two-stage models, with a variety of throughputs. The ultimate vacuum of the
single stage rotary vane pump is about 20 mtorr, while a two-stage pump can produce a vacuum of
less than 1 mtorr.

One of the problems associated with compression type pumps is the potential for the condensa-
tion of vapors. As the gas is compressed, if the partial pressure of a gaseous vapor exceeds the vapor
pressure of the corresponding liquid at the gas temperature, it will begin 1o condense, forming droplets
of liquid. These liquids mix with the pump oil and may lead to corrosion. As a simple example, con-
sider water. The vapor pressure of water at room temperature is about 20 torr. If the inlet gas is com-
pressed by a factor of 107, water will condense if the partial pressure of water in the chamber is more
than 2 mtorr. The problem is most acute when pumping corrosive condensibles such as Cl, and the
chlorosilanes. To avoid this problem, a small flow (or bleed) of an inert gas such as N, can be injected
into the chamber. The use of these gas ballasts limits the ultimate pressure of the pump. Figure 10.6
shows the pumping characteristics of some typical rotary vane pumps with and without the use of gas
ballast. The pumping speed is nearly constant over a broad range of inlet pressures, eventually falling
as the inlet pressure approaches the ultimate vacuum. Similarly, the throughput is nearly proportional
to the inlet pressure over most of the range.

Example 10.1

Assume that the desired chamber for a particular process is 0.1 torr and that there is no
pressure drop between the pump and the chamber. Also assume that a gas flow of 1 slm is
needed to obtain suitable process resulis. Would the D63 pump whose characteristics are shown
in Figure {0.6 be acceptable if no ballast is used? What is the maximum flow that could be used
with this pump? According to Figure 10.6, pumping speed of the D65 pump at 0.1 torr is about
40 cfm (1150 Vmin). This would allow a maximum flow rate of about 1150 X 0.1/760 or
0.15 slm. Therefore this punp is not adequate for this application.

There are two ways to obtain higher throughputs: increase the volume pumped on each stroke or
increase the rotational speed. The former is expensive. The later is subject to limitations of heat dissi-
pation in the vanes. This limits rotary vane pumps to about 2000 rpm. Alternatively, one can con-
struct a pump without sliding seals. This allows very high rotation speeds. Compression is acheived
by using a narrow clearance between the rotating pieces and the walls. In the simplest case this can
be used as precompressor for a conventional rotary vane pump. Pumps that have been designed for
this application are called blowers. The most common blower in microelectronic fabrication is the
Roots blower. As shown in Figure 10.7, the Roots blower is a positive displacement pump that con-
sists of two figure eight rotors that revolve at high speed in opposite directions and have very smail
clearances {<0.1 mm) with respect to each other and the pump walls. There is no mechanical seal

ko
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Figure 106  The pumping characteristics of Leybold D65® and D40 two-stage totary vane vacuum pump with and
without gas ballasting {courtesy Leybold). .
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Figure 10.7 Schematic diagram of a Roots blower.

Bas k,
inlet

50

T
Housing 40
/ \
i
3 / b
/
//
2 ] \
P
r/ K|
10 ]
P
10-? 102 191 10° 10? 102
P, — {mbar]

Gas exhaust

Figure 10.8 Compression ratic as a function of inlet
pressure for a typical Roots blower (courtesy Levbold).

between the surfaces. As a result, the compression ratio of these pumps is only about 30:1 and
depends on the inlet pressure (Figure 10.8}, but due to their rapid rotation the pumping speed is large.
Allowances for thermal expansion to prevent scoring that reduces pump life preclude higher com-
pression ratios. Two-stage blowers can also be used for larger compression ratios.

The inlet pressure of the roughing pump can be raised by placing a Roots blower before the
rotary vane pump. The increase in the pumping speed of a Roots blower with a zero flow compres-
sion ratio of k,and pumping speed S, and a rotary vane pump with pumping speed S, can be calcu-
lated using the expression

k

Seif = stskvm

{10.18)

Thus, the combination of a 40-cfm rotary vane pump and a 200-cfm blower with a compression ratio
of 20 will provide an effective pumping speed of 160 cfm. Taking the previous example where the
chamber pressure was 0.1 torr, the inlet pressure of the roughing pump after the blower now rises to
20 X 0.1 or 2 torr. According to Figure 10.6, if the blower is backed with a D65 rotary vane pump,
this increases the maximum permissible chamber flow rate from 0.1 slm to about 3 slm.

The use of an inert purge or a filter before the roughing pump is also common practice. As the
pump operates, the pump oil gets hot. The vapor pressure of pump oil at this temperature Is quite high.
Unless there is a flow of gas into the pump, the oil vapor flows from the pump into the chamber in a
process known as backstreaming. A common example is the use of a roughing pump to evacuate &
sealed chamber. As the pressure in the chamber falls, so does the flow of gasses into the pump. Even-
tually the flow drops low enough to allow backstreaming. The pump oil vapor condenses on and con-
taminates the cold chamber walls. An inert purge flow in front of the pump will reduce backstreaming,
but will also increase the apparent ultimate pressure of the pump. Chemical traps are also available to
solve this problem.

Figure 10.9 Cutaway view of a diffusion pump
{vanrtesy Yarian).

Figure 10.10  Cutaway view of a smalt
lrbomolecular pump. Notice the change in the blade
angle and shape going from the high-vacuum (top)
tw low-vacuum (bottom) ends {eourtesy Varian).

k.
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Alternatively one can use an oilless or “dry” pump. This
type of pump uses a number of blower-like stages in series
to pump chambers te miorr pressures and exhaust the gas to
1 atm. Dry pumps are more expensive and larger than a rotary
vane pump of comparable throughput, but their noncontam-
inating nature make them popular for high-purity and for cor- =
rosive applications.

High-vacunm pumps for microelectronic fabrication fall
inlo two categories: those that pump the gas by transferring
momentum to gaseous molecules and these that trap gaseous
melecules. Of these, the former are preferred when pumping
corsosive and toxic gasses or when pumping high flows of
gasses, and the latter are preferred by pumping small flows of
inert gasses or when only using the high-vacuum pump for
pumping down the chamber befere processing. Valves are
almost always used to isolate high-vacuum trapping pumps,
allowing the chamber to be pumped by medium and rough
vacuum pumps when first pumping down from an atmosphere
and once the process gas begins to flow.

The two meost popular types of momentum transfer
pumps are diffusion pumps and turbomolecular pymps. Diffu-
sicn pumps (Figure 10.9) are extremely simple and robust.
They operate by heating an oil at the bottom of the pump. The
pump oil vapors rise through the center stack and are ejected
through vents at very high speeds. They then strike cooled
walls at the top of the pump, condense, and run down the
walls. Gasses are primarily pumped by momentum transfer
between the vapor stream and the gas molecules. Gas mol-
ecules may also be transported by dissolving in the vapor
droplets. As the oil is heated again at the bottom of the pump,
the gas i3 given off and removed through a roughing pump
which is connected to the fitting shown at the right of Figure
10.9. It is possible to obtain compression ratios of 0¥ in these
pumps.

Diffusion pumps have high pumping speeds as long as
the inlet pressure is in the molecular flow regime. Most diffu-
sion pumps may not be exposed to an atmosphere, or a chem-
ical reaction called cracking may occur between the hot pump
oil and the oxygen in the air. Even more serious are concerns
that some of the pump oil vapor will not condense in the
pump and will backstream into the vacuum system leading to
contamination. Diffusion pumped systems may use baffles or
cooled traps to remove most of the backstreamed pump oil.
Because of this concern, diffusion pumps are generally not
desirable when extremely high purity is required.

A turbomoiecular (or turbe) pump as shown in Figure
10.10 has a large number of stages in series. Each stage
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Figure 10.11  Pumping speed and compression ratio of a typical turbo pump as a function of inlet pressure for several
representative gasses {courtesy Leybold).

consists of a fan blade that rotates at extremely high speed >20,000 rpm) and a stationary set of
blades called a stator. The spacing between the stator and rotor is of order 1 mm. Each stage may
have a modest compression ratio, but because of the large number of stages the total pump has com-
pression ratios as large as 10°. The high-pressure side of the pump must be attached to a roughing
pump since the outlet pressure must be maintained at low pressure. Since the momentum transfer
depends on the mass of the gaseous molecule, the compression ratio depends strongly on gas being
pumped. A typical pump that has a compression ratio of 10° for N, wil} have a compression ratic of
less than 10° for H, (Figure 10.11). As a result, turbopumped chambers can have high concentrations
of light gasses such as H; and He. Because pump oil vapors have high mass, however, turbopumped
systems are very clean.

When the ultimate in purity is required, gas entrainment pumps are used. One of the most com-
mon in use in microelectronic processing is the cryopump. As shown in Figure 10.12, a cryopump
consists of a closed cycle refrigerator. The cold head of the refrigerator, which is maintained at about
20 K, is contained in a pump body that attaches to the vacuum system. The cold head is gemerally
censtructed of copper or silver and may have coatings of active charcoal to further trap gasses. A
radiation shield is oftens used to minimize the therma! load on the head. All of the chamber gasses
except He will condense on the cold head, although gasses with high boiling points are pumped morc
efficiently than those with low beiling points. Eventually, the cold head becomes saturated with
adsorbed gasses whose low thermal conductivity prevents further adsorption. At this peint, the cryo-
pump must be isolated from the chamber, heated and pumped to desorb the coliected gasses, and then
cooted down to return it to service. Cryopumps may not be turned on until the chamber is at a rough
vacuum, or their pumping capacity will be greatly diminished.

Another type of gas entrainment pump used for high vacuum is the sorption pump. Sorplion
pumps operate by chemically or physically absorbing the gas molecules. Early sorption pumps used
carbon, but the material in modern pumps is commonly some form of activated ALQ,. These
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— alumino-silicates zeolites are permeated by internal
cavities interconnected by uniform-diameter pores. The
™~ Radiation baffles  Pore size varies with the zeolite that is chosen, but is
typically between 3 and 15 A. This type of pump is
also called a molecular sieve due to the sorbate mater-
ial. Sorption pumps are often operated by cooling
them to liquid nitrogen temperatures and ailowing the
gas imolecules to physically adsorb on the pore walls.
The pumping efficiency depends on the size of the gas

Cold element

[—— Pump housing

molecules relative to the size of the pores. N, CO,, K

High pressure
Hg——» [

Figere 10.12  Schematic view of a typical cryopump.

H,0, and heavy hydrocarbons are pumped well by
most sorption pumps, but light noble gasses such as
He are not. As with cryopumps, sorption pumps can be
Cold head ~ recycled by heating them while under a vacuum.

The third type of entrainment pump uses replen-
ishable coatings of reactive metal to remove gaseous
molecules. In titanium sublimation pumps a titanium:
containing filament is heated to deposit a thin film of
highly reactive metal on the inside surface of the
pump. As the inmer surfaces become coated with gas
molecules, the pumping speed falls. To regenerate the
pump, the filament is reheated and a fresh coating of
Ti is put down. Sputter ion pumps operate in a very -
similar manner, but the thin reactive layers are replen-
ished by sputtering (see Chapter 12) instead of sublimation. The inner surface of spatter ion pumps
may be shaped to maximize the area being coated. As with sublimation pumps, the most common
material deposited to pump the gas is titanium. Both sublimation and sputter ion pumps are
extremely clean, robust, and simple to operate.

Elecirical
cennections

10.4 Vacuum Seals and Pressure Measurement

In the rough and medium-vacuum region elastomers, commonly in the form of O-rings, are used to
seal the vacuum chamber. O-rings have the advantages of low cost and ease of reuse. A common
application is the watfer introduction and exit doors of the vacuum system. The choice of the elasto-
mer depends primarily on the chemistry of the chamber and on the temperature that the ela